Computer-aided design of hand-drawn art food packaging design based on a deep neural network model

Hui Cui*

Art and Design Department, Zibo Vocational Institute, Zibo, Shandong 255000, China

Received: 18 January 2024 / Accepted: 18 March 2024

Abstract. Background: The term “hand-drawn art food packaging design” (HAFPD) refers to a novel and creative method of food package design that makes use of hand-drawn illustrations, typography, and graphics. This kind of design technique allows for a more individual touch, giving the package a special feeling that might strike a more meaningful connection with customers. Materials and Methods: Hand-drawn art on food packaging is a powerful tool for brand identification and awareness since it helps communicate the company’s values, personality, and history. When it comes to developing HAFPD, computer-aided design (CAD) may be a very useful tool. The study proposes a deep neural network (DNN)-based CAD system for HAFPD. Results: The approach blends conventional hand-drawing processes with modern digital tools to empower designers to produce package designs that are both aesthetically pleasing and practically viable. Conclusion: To track duration statistics for watch design using CAD software, designers can use a time-tracking tool or plugin. These tools can track the time spent on different tasks, such as sketching, modeling, rendering, and refining the design in food packaging. The proposed technique offers designers an effective and simple way to produce distinctive food packaging designs while preserving the authenticity of hand-drawn artwork.
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Research highlights

Using hand-drawn images, typography, and graphics, “Hand-drawn art food packaging design” (HAFPD) is a fresh approach to the design of food packaging.

- Computer-aided design (CAD) software has the potential to be an effective resource for HAFPD development.
- This research suggests a CAD system for HAFPD that is powered by a deep neural network (DNN).
- Designers can use the proposed method to easily create unique designs for food packaging without losing the original look of hand-drawn art.

1 Background

Hand drawing is often regarded as being among the most intuitive and effective information recording methods available to humans. To transmit information as earlier as ancient Times, Egyptians devised various writing characters and scratched them on limestone cliffs using tools to record. These symbols were used to record information. There is no question that a diagram that has been hand-drawn is an effective means of expression that may contribute to the representation of people’s thoughts. They can freely grow their styles and incorporate symbols that can explain themselves. Research on diagram identification has a long and illustrious history during this time [1].

Usually speaking, hand-drawn drawings are always associated with the domains of creativity, design, instruction, and recreation. People’s inherent designs for ideas are established via hand-drawn sketches, and they are capable of producing their natural hand-drawn designs. According to the industrial sector, the design procedure is the most well-liked and initial step. The fundamental concepts are first freely sketched with the use of hand drawings, and only then are they transformed into 2D and 3D representations. Yet in the industrial industry, getting acknowledgment for it is the hardest part. Architects, designers, and engineers often use pencil and paper to draw their ideas. The computer processes every hand-drawn picture before transforming information into a format that is more useful

* e-mail: huicui1980@126.com

This is an Open Access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
for technical purposes, such as a diagram, 3D image, flow diagram, etc. Despite the popularity and widespread of 3D graphics images, conventional 2D sketching continues to be a significant creative way of communicating information and is still crucial in the planning stages of motion graphics production [2]. The main benefit of 2D animation sketching is its natural, entirely unrestricted environment. Each frame must be carefully crafted to produce a professional painting or animation, and certain chores may easily get monotonous [3].

Food items must be protected from environmental, microbial, and transportation hazards by means of packaging that encapsulates and preserves them. Being as inert as feasible with little food-material interaction is an important safety feature for food packaging materials in contact with food. Moreover, the packaging is linked to branding, environmental marketing, logistics, and distribution processes [4]. More effort is needed to adopt ecologically friendly packaging. Initially, while creating friendly environment packaging, it is important to take into account the roles that packaging serves. Protection, storage, loading, and transport, as well as sale, advertising, service, and warranty, are the major purposes of packing. Given that food waste is more harmful to the environment than packing, it is important to highlight the fact that packaging lowers food waste. Sales, promotion, and customer service all play important but sometimes overlooked roles. Consumers’ final purchase decisions dictate packaging’s commercial success [5].

Recently, packaging has played a dynamic role in food preservation, confinement, protection, and marketing due to innovation and ingenuity. Innovative packaging technologies are referred to by a variety of names, including interactive, active, smart, intelligent, and other features that are user-friendly and aid in maintaining food safety and quality. In times of intense competition, package design is also helpful for brand marketing, awareness, and development. Beautiful and eye-catching packaging may catch customers’ attention and have an impact on their choice to buy. It also conveys information about a product’s reliability and competitive advantages, and it can encourage prospective customers to make impulsive purchases when the time is right [6]. Even if you never enter a supermarket, you will almost certainly come into contact with product packaging multiple times every day. Product packaging is an integral element of Western culture. It would be difficult to eat, drink, or take a bath without being exposed to as well as handling the packing that a great deal of everyday things arrive in [7]. People may feel more at ease and naturally intimate while seeing hand-drawn illustrations. It may enhance the creative package design, draw attention to the qualities of the goods, increase the added value of the items to increase sales and infuse cultural connotation while also communicating the corporate philosophy and the emotional appeal of the product to the customer.

The original variety of food packaging has been given new life by packaging in the shape of hand-painted illustrations [8]. Food packaging design using DNNs has the potential to revolutionize the packaging industry by enabling designers to create more effective, efficient, and sustainable packaging solutions. However, it is important to note that this approach is still in the early stages of development, and many challenges and limitations must be addressed before it can be widely adopted.

2 Related works

Table 1 shows the description of related works.

3 Materials and methods

In this section, we discuss in detail about the computer-aided design for food packaging using a deep neural network model. The viewing duration of the product package may be extended by using CAD visuals in an appealing manner, which supports the efficient dissemination of product information. Prior to creating a hand drawn design for a product package, we must thoroughly research the item, including its features, functions, recommended uses, and safety measures.

3.1 Dataset

To investigate the process of human sketching and human sketch recognition, we gathered hand-drawn sketches and named them as the TU-Berlin sketch dataset. It is nowadays, the biggest and most widely used human sketch dataset. There are 250 categories in all, with 80 drawings in each. 1,350 users submitted it via Amazon Mechanical Turk, resulting in a variety of categories and drawing techniques within each. In terms of the total number of object categories, it is comprehensive. In addition, since they gather an equal number of sketches for each class—and because one class’s worth of sketches is sufficient for a large-scale retrieval benchmark—the bias problem is avoided. The goal of the study is to develop a sketch-based 3D model retrieval benchmark. The datasets used in the study, called SHREC12STB, are based on the Princeton Shape Benchmark (PSB) datasets, from which 1258 appropriate models have been identified for 90 of the 250 classes in total [26].

3.2 Computer aided design (CAD)

Computer-aided design (CAD) can be used to design and visualize food packaging before it is manufactured. CAD software allows designers to create 3D models of the packaging and simulate different scenarios, such as how it will look on a store shelf or how it will protect the food inside. Some CAD software specifically designed for food packaging design includes ArtiosCAD, Solid Works, and Adobe Illustrator. These programs allow designers to create packaging from scratch or modify existing designs, adding logos, text, and other graphics. Additionally, CAD software can assist in creating accurate die lines and optimizing material usage, which can save time and reduce waste. Figure 1 depicts the CAD of the food package structure.
### Table 1. Description of related works (source: author).

<table>
<thead>
<tr>
<th>Ref</th>
<th>Summary</th>
<th>Findings</th>
<th>Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>[9]</td>
<td>The study examined the precision of categorizing hand-drawn drawings by applying “Support Vector Machines (SVM)” and “Artificial Neural Networks (ANN)” while utilizing image characteristic extracting approaches.</td>
<td>The research demonstrated findings that were equivalent to current innovative approaches for constructed specifications, achieving a classifications accuracy combining SVM and ANN. The comparison result of Precision (61%), Recall (59%), and F1-Score (59%).</td>
<td>Due to the lack of image characteristic extracting methods, which had been efficient in several image classification problems.</td>
</tr>
<tr>
<td>[10]</td>
<td>The research evaluated the issue of recognizing hand-drawn diagrams without an internet connection.</td>
<td>According to the results, DiagramNet outperformed conventional offline approaches that utilized compact images extracted from demanded web databases.</td>
<td>Although the model had been fine-tuned for use with hand-drawn commercial process diagrams, it might not be applicable to other kinds of diagrams.</td>
</tr>
<tr>
<td>[11]</td>
<td>The article proposed the laborious and error-prone task of manually inputting hand-drawn electrical and electronic circuit information into machines.</td>
<td>The testing results demonstrated that the suggested technique effectively identified electrical and electronic circuit elements generated manually with an average reliability of 93.83% on the collection.</td>
<td>A notable drawback was that the assessment was dependent on a single dataset, which could not capture all the possible differences in constructed circuit elements.</td>
</tr>
<tr>
<td>[12]</td>
<td>The paper presented the approach of a new algorithm dubbed the “Counting Key-Points algorithm (CKP)”.</td>
<td>To demonstrate CKP’s authority, its classification efficiency was contrasted with other innovative approaches that depended on hand-drawn images. The comparison result of Accuracy (65%).</td>
<td>The drawback highlighted the need for more exploration and improved statistics to guarantee the CKP algorithm’s resilience and generalization.</td>
</tr>
<tr>
<td>[13]</td>
<td>The study presented that machine learning (ML) methods were significantly influenced by the setting of hyperparameters (HPs).</td>
<td>To demonstrate the advantages of utilizing a large hand-drawn sketching database for classification tasks, their publication gives a quick introduction to significant observation and setup methodologies.</td>
<td>They investigated how the pre-trained graphic geometry group performed when various learning settings, player constraints, “batch normalization (BN)”, and dropouts were used (VGG-19).</td>
</tr>
<tr>
<td>[14]</td>
<td>The research highlighted the need to thoroughly enhance the safeguarding of &quot;intellectual property rights (IPRs)&quot;.</td>
<td>Findings considered that a new developmental paradigm could only be fostered and society’s creativity sparked by a more robust system of intellectual property rights protections.</td>
<td>A drawback of the section was that it only discusses one part of IP rights—specifically, patent and trademark rights in computer nonlinear forecasting methods used for package design. Furthermore, not all possible issues or factors are connected to the use of 3D digital technology in package design.</td>
</tr>
<tr>
<td>[15]</td>
<td>The article presented the RANSAC method classification and the enhanced ICP algorithm.</td>
<td>Based on the outcome, it could be inferred that 3D digital technologies had a substantial influence on contemporary package design, resulting in enhanced visual expressiveness and visual effect.</td>
<td>The unique circumstances of the Champagne bottle designs and the investigated attributes might limit the results’ generalizability.</td>
</tr>
<tr>
<td>[16]</td>
<td>The study examined how brand perception was affected by the level of complexity or simplicity of packaging design.</td>
<td>The findings demonstrated that the level of simplicity or complexity in a package design has a substantial influence on how a brand is perceived.</td>
<td></td>
</tr>
</tbody>
</table>

The research presented a “computer-aided design (CAD)” system specifically designed for graphic art items. The research contributed to the development of CAD technology for graphic applications design that makes use of AutoCAD and VBA.

The article examined the use of “Extended Reality (XR)” technologies, notably “Virtual Reality” (VR) and “Augmented Reality (AR)”, in commercial environments. The study’s findings pointed to the many advantages of using projection-based AR technologies in collaborative design processes.

The paper examined several “corporate social responsibility (CSR)” reports to determine if the non-financial reporting of cosmetic “multinational corporations (MNCs)” was centered on the idea of a circular economy and whether CSR filings guaranteed sufficient transparency about circular strategies.

The study evaluated the colors of relaxation food packaging, taking into account both visual and psychological factors. There was an underlying relationship between the emotional semantic perception of colors and color fulfillment, according to quantitative investigation. The correlation coefficient and significance for V2 and V11, respectively, are 89.6% and 0.006, and 81.6% and 0.025, as the comparison result.

The study aimed to optimize industrial product decisions using a deep CNN with RBF neural network-based objective weight assignment, converting multi-objective optimization into a single-objective job and producing non-inferior solutions for fine-tuning. As a result, the algorithm’s effectiveness in directing different intelligent system pipelines has been shown, with possible applications such as 3D reconstruction and system optimization.

The study aimed to enhance agricultural product packaging using computer-aided design, focusing on ecological ideas and local value, using color design theory, intelligent three-dimensional simulation techniques, and a comprehensive package design framework for consumer groups. Using computer-aided techniques, a model demonstrating improved agricultural product packaging was successfully developed. It incorporates ecological ideas, effective value transmission, and improved visual appearance.

The project aims to improve package design efficiency for marine diesel engines by integrating CADD/CAM to as a result of the suggested CADD/CAM integration solution, marine diesel engine packaging has improved overall design...
Table 1. (continued).

<table>
<thead>
<tr>
<th>Ref</th>
<th>Summary</th>
<th>Findings</th>
<th>Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>address backward NC programming and data communication issues, streamlining the design process and addressing software interoperability and aircraft label occurrence issues.</td>
<td>effectiveness, decreased repetitive labour, and increased design efficiency.</td>
<td>The study’s scope is restricted to certain problems in the field of marine diesel engine packaging design within the framework of CADD/CAM integration.</td>
</tr>
<tr>
<td>[24]</td>
<td>The study explores the use of computer-aided design (CAD) techniques for designing goods, focusing on expediting design procedures while maintaining experimental validation. It discusses major property estimating techniques, their relationship to requirements, and case examples.</td>
<td>The outcome demonstrates the effectiveness of the CAD framework in accelerating processes and incorporating experimental findings into product design by demonstrating its practical use.</td>
<td>Despite their early development, the industry does not completely utilize CAD technologies, and their promise is not fully realized.</td>
</tr>
<tr>
<td>[25]</td>
<td>The study investigates the integration of marketing and design concepts in the design of sporty sunglasses and wristwatches, utilizing research tools, marketing concepts, and product development processes like mind maps, mood boards, sketching, and 3D CAD modelling.</td>
<td>As a result, the project effectively combines theoretical and practical approaches, exhibiting a thorough design process that converts unprocessed client input into 3D CAD-modeled items and making a contribution to the area of product development.</td>
<td>The specificity of the product emphasis (sporty and classic sunglasses with hand-watches) and the subjective nature of design choices may pose constraints to the generalizability of the research.</td>
</tr>
</tbody>
</table>

Fig. 1. CAD of the food package structure (Source: author).

One key advantage of using CAD for food packaging design is the ability to create virtual prototypes, which can be viewed and tested without the need for physical samples. This can save time and money during the design process, as changes can be made quickly and easily without having to produce multiple physical prototypes. Overall, CAD can be a powerful tool for food packaging design, helping designers create functional and visually appealing packaging that meets the needs of both consumers and food manufacturers.

3.3 Examples of CAD models

To examine the various elements like boundary conditions, loads, and materials in the CAD model, we have selected 5 examples. The following are the 5 examples selected for the CAD model.

- The initial module was served by a Beam. The beam was tested using standard steel with Young’s modulus of 2,06,000 MPa and a Poisson’s ratio of 0.3, subjecting one edge to continuous line load and restraint, and using engineering mechanics for stress and displacement results.
- A holding shrub served as the next example. Pressure was applied to outside surfaces and an axial surface load was applied. Radial bearings and axial bearings were installed for further limitations. The steel used was the same as in the first example, illustrating how different software interprets surface loads.
- A crankshaft served as the third example. Every side of the crankshaft has a radial bearing, and one side has an axial bearing. The crankshaft’s material has the same
characteristics as the first example. This example’s primary goal was to validate the outcomes of the previous one.
- A commercial diesel engine’s piston served as another example of a CAD model. The piston head, bowl surfaces, and borehole surfaces were subjected to pressure, with the thrust bearing being used for the piston pin. Steel was chosen due to its ability to withstand pressure loads.
- The final example involved simulating a fan with loads and boundary conditions, using a thrust bearing and weighted rotor blades. The plastic used had a Poisson’s ratio of 0.335 and a Young’s modulus of 17,000 MPa, making it the most complex and the second to use pressure as a load.

3.4 A DNN model’s interpretation

This section provides an overview of the challenge of comprehending a deep neural network (DNN) taught idea. The neurons in a DNN are organized in many layers, with each layer receiving the action possibilities of the neurons below it as input and using them to do an easy calculation. A complex nonlinear translation from inputs to outputs is achieved by the network’s neurons collectively. By modifying the parameters of each neuron using a method known as the error training algorithm, this mapping is learned from the data.

A neuron on the top layer often represents the idea that has to be understood. Top-layer neurons are impersonal, but the DNN’s input domain is often comprehensible. In the sections that follow, we’ll go through how to create an interpretable prototype of the learned abstract notion in the input domain. Under the scope of activating maximization, creating the prototype may be defined. Figure 2 shows the DNN architecture.

The input layer of the deep neural network (DNN) would use features taken from the hand-drawn sketches by using the TU-Berlin sketch dataset. These characteristics might include forms, creative details, and stylistic components that are present in the sketches and offer a comprehensive depiction of human sketching styles. The 250 categories with 80 drawings each in the dataset would provide a wealth of patterns and correlations between different sketching styles that the hidden layers would learn through iterative training on the TU-Berlin sketch dataset. Using the unique characteristics of hand-drawn sketches as a basis, the output layer would create design recommendations that might be used for food packaging. Because 1,350 people contributed to the dataset, it is comprehensive enough for the DNN to perform well across a range of sketching styles and categories. This will ultimately help in the development of a reliable computer-aided design tool for hand-drawn art-inspired food packaging.

3.4.1 Activation maximization (AM)

An analytical method called activation maximization looks for an input sequence that generates the largest model response for a certain quantity of interest.

Imagine a DNN classifier that associates a collection of classes \( \omega_v \) with data points. The class probabilities that were modeled are encoded by the output neurons \( b(y|\omega_v) \). Optimizing: yields a prototype \( y^* \) equivalent of the class \( \omega_v \).

\[
\max_y \log_b(\omega_v|y) - \lambda ||y||^2
\] (1)

The DNN models class probabilities as gradient-based functions. This makes it possible to use gradient ascent to optimize the goal. A \( p \)-norm regularizer that applies a tendency for inputs that are near the origin is the objective’s rightmost word. Prototypes thus resemble primarily gray pictures when used for image classification, except for a few edges and various colors at key areas. While they generate a strong reaction from the class, these prototypes might seem artificial.

3.4.2 Improving AM with an expert

The \( f_2 \)-regularize may be swapped out with the more complex one named "expert" to produce more meaningful prototypes. For instance, the expert may be a model \( b(y) \) of the data. This brings up the most recent optimization issue:

\[
\max_y \log_b(\omega_v|y) + \log_b(y)
\] (2)

The prototype \( y^* \) that is produced as a result of addressing this optimization challenge will exhibit both significant class response and data resemblance. The Bayes’ rule may be used to identify the newly specified goal as the category data density \( \log_b(\omega_v|y) \), up to model uncertainties and a constant term. Hence, the learned prototype will match the most probable inputs \( y \) for class \( \omega_v \).

The Gaussian RBM is an option that the expert may choose. It has gradients in the input vector and may describe complicated distributions. Here is how its
log-probability function is expressed:

$$\log b(y) = \sum_i l_i(y) - \lambda \|y\|^2 + \text{cst.}, \quad (3)$$

where the terms $l_i(y) = \log(1 + \exp(u_i^Ty + p_i))$ are an overlay to the initial $f_2$-norm regularizer and are learned from the data. Convolutional RBM/DBMs or pixel-RNNs are more complicated density models that may be used to analyze notions like natural picture classes. In reality, the final prototype’s look is significantly influenced by the decision of the expert $b(y)$.

The optimization issue is reduced, on the one hand, to the maximizing of the instead of function $b(y|\omega_2)$ by a coarse expert $(a)$. The optimization issue is effectively reduced to the maximum of the expert $b(y)$ itself in the case of an overfitted expert $(d)$, which is the opposite extreme.

An overfitted expert $(d)$ should be specifically avoided when using AM to validate a DNN model since it might conceal the model’s intriguing failure modes. So, a little under-fitted expert $(b)$, such as one who merely prefers photos with natural hues, may be adequate. On the other side, the goal should be to avoid underfitting $\omega_0$, while using AM to learn about a notion that the DNN accurately predicted. The prototype $y^*$ would not be a true representation of $\omega_0$ since an under-fitted expert $(b)$ might reveal $(y^*|\omega_0)$. Optima may be far from the data. So, it is crucial in such a scenario to train a density model that is as similar to the actual data distribution as feasible $(c)$.

### 3.4.3 Performing AM in code space

Data density models $b(y)$ may be challenging to acquire up to high accuracy or very complicated, making it challenging to maximize them in certain applications. Generative models are different kinds of unsupervised models. The next two processes are often used to sample from the density function, which they do not directly give.

A representative example of a straightforward distribution $\phi(h) \sim N(0, 1)$ is defined in an arbitrary code space $H$. Apply the decode function $H \rightarrow \chi$, which remaps the samples to the original data domain, to it.

The deep convolution network is but one model. It acquires a decoder function $g$ that makes it as difficult as possible to distinguish the created data distribution from the real data distributions. A differentiator between the produced and genuine distributions is learned in competition with the decoding function $g$. Multilayer neural networks are often utilized for the classifiers and the decoding function.

By including such a prediction model in the activating maximization framework, they suggested creating a $b(y)$ prototype. The optimization issue is reformulated as follows:

$$\max_{h \in H} \log b(u_v|s(h)) - \lambda \|h\|^2 \quad (4)$$

where the second term is an $f_2$-norm regularizer in the coding space, and the initial term is a combination of the newly added decoding and the original classifier. The prototype for $\omega_0$ may then be retrieved by decoding the answer, which is represented by the code $x = s(h^*)$ in the optimization problem.

The $f_2$ penalty $\lambda \|h\|^2$ favors coding with high probability whenever the code distribution $q(h)$ is selected to be approximately normal since it is equal $\log q(h)$. The code space maximizing discussed in this section will, however, only roughly maximize the desired number $\log B(\omega_0|y)$ since high likelihood codes do not always translate to high-density areas in the input data.

We explore the issue of understanding classes when they are represented by a three-layer DNN to highlight the significant difference between the techniques of the above three sections. For this challenge, we take into account a straightforward $f_2$ -norm regularizer $\|y - \chi\|^2$, where $\chi$ indicates the information mean for $\omega_0$, second a Gaussian RBM expert, $b(y)$, third a generative network with a two-layer decoded function, and the $f_2$ -norm regularizer $\lambda h - h^2$, where $h$ represents the code mean for. The DNN assigns each prototype a classification with absolute confidence. Unfortunately, the prototypes only seem crisp and lifelike with just an expert or decoding function.

### 3.4.4 From global to local analysis

Probability functions $b(y|\omega_0)$ and $b(y)$ may be multimodal or significantly extended when taking into account sophisticated machine learning challenges, making it impossible for a single prototype to properly reflect the modeled idea $\omega_0$. The problem of multimodality is brought up by those who show the value of understanding a class $\omega_0$, utilizing many local prototypes rather than a single global one in the context of picture classification.

It’s not always essential to provide a detailed explanation of the modeled notion $\omega_0$, however. Instead, one may concentrate on a specific area of the input data. Biomedical data, for instance, is best assessed about a certain topic or organ, depending on the stage of development of a medical problem.

A localization term $\|y - y_o\|^2$, where $y_o$ is a reference position, might be added to the AM goal as a quick approach to include the locality in the analysis. The degree of localization is controlled by the parameter. Algorithm 1 shows the pseudo code for DNN.
The minimization strategy minimizes the cross-entropy loss between the expected and actual outputs by iteratively modifying the weights and biases of the deep neural network (DNN) in the training algorithm as mentioned in Algorithm 1. The biases and weights are initially initialized at random. The DNN produces predictions for the input data by doing forward pass calculations with the sigmoid and softmax activation functions. The difference between these forecasts and the actual outputs is then measured by the cross-entropy loss function. Adjustments can be made in the direction that minimizes the loss by using backpropagation to compute the gradients of the loss with respect to the weights and biases.

The learning rate is used to scale these modifications to control the update size. Through a series of epochs, the training process iterates, gradually improving the weights and biases to enhance the DNN’s predictive accuracy of the intended outputs. The utilization of an iterative optimization technique guarantees that the DNN converges towards producing more precise predictions, therefore augmenting its efficacy in the computer-aided design of hand-drawn art food packaging.
Results

First Fixation duration (FFD) can provide insights into the effectiveness of the packaging design and how it captures the attention of potential customers. FFD can be influenced by various factors, including the color, shape, size, and branding of the package. Eye-tracking studies can be used to collect data on FFD and other eye movement parameters to inform packaging design and marketing strategies. Figures 3a and 3b depict the FFD. Tables 2a and 2b depict the result of FFD.

View statistics can provide insights into user behavior and preferences, which can help improve the design and user experience of the content or platform. Figures 4a and 4b demonstrate the view statistics. Tables 3a and 3b demonstrate the result of CAD view statistics.

4 Results

Table 2a. Result of first fixation duration (Source: author).

<table>
<thead>
<tr>
<th>Product number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>0.3</td>
<td>0.3</td>
<td>0.25</td>
<td>0.031</td>
<td>0.032</td>
<td>0.4</td>
<td>0.025</td>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>R2</td>
<td>0.3</td>
<td>0.025</td>
<td>0.029</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
<td>0.022</td>
<td>0.3</td>
</tr>
<tr>
<td>R3</td>
<td>0.2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
<td>0</td>
<td>0.022</td>
</tr>
<tr>
<td>R4</td>
<td>0.3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
<td>0</td>
<td>0.4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>R5</td>
<td>0.1</td>
<td>0.2</td>
<td>0.035</td>
<td>0.4</td>
<td>0.2</td>
<td>0.029</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>R6</td>
<td>0</td>
<td>0.27</td>
<td>0.29</td>
<td>0.31</td>
<td>0.31</td>
<td>0.42</td>
<td>0.27</td>
<td>0.21</td>
<td>0.54</td>
</tr>
<tr>
<td>R7</td>
<td>0</td>
<td>0.25</td>
<td>0.21</td>
<td>0.21</td>
<td>0.18</td>
<td>0.31</td>
<td>0.33</td>
<td>0.21</td>
<td>0</td>
</tr>
<tr>
<td>R8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.47</td>
<td>0.41</td>
<td>0</td>
<td>0.28</td>
<td>0.25</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2b. Result of first fixation duration (Source: author).

<table>
<thead>
<tr>
<th>Product number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>R10</td>
<td>0</td>
<td>0.28</td>
<td>0.7</td>
<td>0.6</td>
<td>0.7</td>
<td>0.18</td>
<td>0.38</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>R11</td>
<td>0.38</td>
<td>0</td>
<td>0</td>
<td>0.38</td>
<td>0.18</td>
<td>0.15</td>
<td>1.5</td>
<td>0</td>
<td>0.4</td>
</tr>
<tr>
<td>R12</td>
<td>0</td>
<td>0.28</td>
<td>0</td>
<td>0.18</td>
<td>0.2</td>
<td>0.33</td>
<td>0.55</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>R13</td>
<td>0</td>
<td>0.5</td>
<td>0.22</td>
<td>0.2</td>
<td>0.38</td>
<td>0.25</td>
<td>0.23</td>
<td>0</td>
<td>0.65</td>
</tr>
<tr>
<td>R14</td>
<td>0.3</td>
<td>0</td>
<td>0.55</td>
<td>0.37</td>
<td>0.39</td>
<td>0.55</td>
<td>0.35</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>R15</td>
<td>0.4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.35</td>
<td>0.25</td>
<td>0</td>
<td>0.35</td>
<td>0</td>
</tr>
<tr>
<td>R16</td>
<td>0</td>
<td>0</td>
<td>0.55</td>
<td>0.35</td>
<td>0.36</td>
<td>0.17</td>
<td>0.32</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>R17</td>
<td>0</td>
<td>0.33</td>
<td>0.18</td>
<td>0.35</td>
<td>0</td>
<td>0.37</td>
<td>0</td>
<td>0.18</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 3. (a) First fixation duration (Source: author). (b) First fixation duration (Source: author).
Researchers often use fixation count in combination with other eye-tracking measures, such as fixation duration and saccade amplitude, to gain a more comprehensive understanding of visual attention. Figures 5a and 5b show the fixation count. Tables 4a and 4b show the result of the fixation count.

Computer-aided design (CAD) watch duration statistics are often used in the design and development of watches, allowing designers to create and refine watch designs in a digital environment. One way to analyze the effectiveness of the design process is to gather duration statistics on how long it takes designers to complete...
various tasks in the software (Tab. 3b). To track duration statistics for watch design using CAD software, designers can use a time-tracking tool or plugin (Tab. 4a). These tools can track the time spent on different tasks, such as sketching, modeling, rendering, and refining the design. Figure 6 and Table 4b depicts the CAD watch duration statistics.

The DNN model was trained on the dataset and during training, a few of the models diverged. Figure 7 illustrates a sample case. We selected the “early-stopped” model as the optimal model, which explains how the prediction model was selected to minimize the test loss rather than the training loss.

### Table 4a. The result of the fixation count (Source: author).

<table>
<thead>
<tr>
<th>Product number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>R2</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>R3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>R4</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>R5</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>4.5</td>
<td>4.5</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>R6</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>10</td>
<td>3</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>R7</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>7</td>
<td>3.7</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>R8</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 4b. The result of the fixation count (Source: author).

<table>
<thead>
<tr>
<th>Product number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>R10</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
<td>0.5</td>
<td>3.7</td>
<td>0.5</td>
<td>4</td>
<td>7.6</td>
<td>0</td>
</tr>
<tr>
<td>R11</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2.6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>R12</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>R13</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3.2</td>
<td>4</td>
<td>8.5</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>R14</td>
<td>0</td>
<td>3.7</td>
<td>0</td>
<td>0.5</td>
<td>6.8</td>
<td>0.5</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>R15</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>R16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.5</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>R17</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
5 Conclusions

The elegance of antiquity may be reflected by combining the traditional pattern with the design theme and applying it to a contemporary design arrangement. There are many different types of package designs for creative and cultural goods, but hand-drawn images stand out for their powerful integration of culture, art, emotion, and commerce. Giving creative and cultural brands deep feelings and vibrant individuality as well as spreading culture and passing down history via artistic language is crucial for study. We presented a Deep Neural Network (DNN) model for this study. It may be helpful to maintain the goal of advancing social equality in nations via package design. It can inform the public on fostering acceptance and understanding of various ethnic cultures in countries. For instance, it might enhance its cultural worth and creatively include the finest packaging with cultural connotations in the future.
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