Optimization based on electro-thermo-mechanical modeling of the high electron mobility transistor (HEMT)
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Abstract. The electro-thermomechanical modeling study of the High Electron Mobility Transistor (HEMT) has been presented, all the necessary equations are detailed and coupled. This proposed modeling by the finite element method using the Comsol multiphysics software, allowed to study the multiphysics behaviour of the transistor and to observe the different degradations in the structure of the component. Then, an optimization study is necessary to avoid failures in the transistor. In this work, we have used the Covariance Matrix Adaptation-Evolution Strategy (CMA-ES) method to solve the optimization problem, but it requires a very important computing time. Therefore, we proposed the kriging assisted CMA-ES method (KA-CMA-ES), it is an integration of the kriging metamodel in the CMA-ES method, it allows us to solve the problem of optimization and overcome the constraint of calculation time. All these methods are well detailed in this paper. The coupling of the finite element model developed on Comsol Multiphysics and the KA-CMA-ES method on Matlab software, allowed to optimize the multiphysics behaviour of the transistors. We made a comparison between the results of the numerical simulations of the initial state and the optimal state of the component. It was found that the proposed KA-CMA-ES method is efficient in solving optimization problems.
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1 Introduction

The transistor is a very important electronic component in mechatronic systems, it ensures several functions such as control and signal amplification. The high electron mobility transistor (HEMT) based on aluminium-gallium nitride/gallium nitride (AlGaN/GaN), is a very important electronic component due to its structure and materials. Gallium nitride (GaN) is characterized by high mobility, a very high electric breakdown field and high thermal conductivity which is a great advantage compared to other types of transistor [1,2]. Thanks to these and other characteristics, these transistors are used in several high-frequency and high-temperature applications [3,4], such as, telecommunication, electronic warfare (military field) and airborne systems [5,6], etc. HEMT has also been used in several systems such as high power amplifiers, radars and satellites, it is also found in radio frequency sensors and devices [7]. The operating temperature is a very important factor that can influence the HEMT reliability, because most of its characteristics such as electron mobility, thermal conductivity and saturation rate are temperature-dependent [8], they can be influenced by the operating temperature [9,10]. All these characteristics tend to degrade due to the phenomenon of transistor self-heating [11,12]. In addition, the operating conditions influence the mechanical behaviour of the HEMT structure, these conditions generate displacements, strains and stresses in the structure [13,14]. These electro-thermomechanical phenomena give rise to degradations such as burying the gate, damaging the connection between the chip and the package [4], degradation of electron mobility and current reduction [15]. In the case of airborne systems, the majority of failures are caused by high-power amplifiers at its high-power transistors. These failures are due to the operating conditions of the transistors, which negatively influence their reliability and therefore that of the systems [16]. Because of all these constraints, it is necessary to start a modeling study to understand the HEMT multiphysics behaviour and to optimize its reliability. Among the optimization methods, there is the CMA-ES (Covariance Matrix Adaptation-Evolution Strategy) method. It’s a stochastic research method based on the population in continuous and discrete spaces [17], it is used to solve optimization problems by minimizing an objective
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function, the objective function to be minimized depends on the failure mode. This method has shown its efficiency through results obtained in several works which aim at the reliability of systems [18]. The CMA-ES method is based on the finite element model to solve the optimization problem but, this method is no longer practicable when the finite element model takes tens of minutes. Whereas, the optimization process requires hundreds or thousands of simulations. By integrating the CMA-ES method with the kriging metamodel, we obtain the KA-CMA-ES method (Kriging assisted-Covariance Matrix Adaptation-Evolution Strategy) which allows overcoming the calculation time constraint.

This paper is organized as follows. Firstly, a description of the HEMT, its structure and its operating mode will be given. Then we will develop an electro-thermomechanical model, it allows to simulate the multi-physical behaviour of the HEMT and to observe the degradation in its structure. Then, we will define the CMA-ES method with its parameters and how to obtain the KA-CMA-ES method. In the next part, we will develop a coupling between the finite element model and the KA-CMA-ES model. Thanks to this coupling, we will solve the optimization problem. In the end, we will present the extracted results and compare the variation of the objective function before and after the optimization.

2 High electron mobility transistor description

The basic idea behind this component is to use as the conductive channel of a field-effect transistor, a two-dimensional gas (2D-gas) of electrons circulating in a lightly doped material and resulting from the occupation of the energy levels of the potential well characteristic of a heterojunction [19]. Three electrodes commonly referred to as source, gate and drain to control the transistor operating current and voltage. The source and drain contacts are Ohmic type, the gate contact is Schottky type. For power amplification applications the common source circuit is used, the source electrode is connected to ground. The gate controls the current density flowing through the transistor by acting electrostatically on the electron gas, this is the low-power control electrode. The drain allows to control the operating voltage of the component, it is the high-power control electrode [20].

The HEMT is characterized by a particular structure (Fig. 1), Asif khan et al. have detailed the fabrication steps of HEMT and the creation of the heterojunction [21]. The structure of HEMT composed of several layers of different materials, one layer of silicon carbide (SiC) which represents the substrate on which the component is built. The nucleation layer is used to achieve a mesh tuning between the substrate and the GaN, GaN layer contains the 2DEG in its upper part, AlGaN is used to create a heterojunction with the GaN layer, there are other layers that perform other functions as Jacquet et al. have detailed in their paper [22,23]. In this work, the dimensions of the structure are AlGaN = 0.03 μm, GaN = 1.7 μm and SiC = 100 μm. And a gate width of 100 μm.

3 Electro-thermomechanical modeling of the HEMT

In this part, we will present an electro-thermomechanical modeling study of the HEMT. We will start with the electro-thermal modeling and then thermomechanical modeling. The results of the numerical simulations will be presented.

3.1 Electro-thermal modeling

During HEMT’s operation, it dissipates power at the active zone at the gate output [24]. The dissipated power is a function of the voltage applied to the electrodes, and the current flowing through this transistor, such as [25]:

\[ P_{\text{dim}} = V_{ds} \times I_{ds} \]  \hspace{1cm} (1)

where \( V_{ds} \) and \( I_{ds} \) are respectively the voltage and the current flowing between the drain and the source. To define the electrothermal behaviour of the transistor, we will inject the dissipated power at the level of the active zone of the HEMT. Thereafter, it is necessary to study the heat transfer at the component, this transfer is mainly by conduction, convection and radiation are negligible because they represent only less than 1.5% [26]. Based on this mode of heat exchange, the heat equation will be [27]:

\[ k \nabla^2 T = \rho C_p \frac{\partial T}{\partial t} + Q \]  \hspace{1cm} (2)

where \( Q \), power dissipated in joules; \( K \), thermal conductivity (W. m\(^{-1}\) K\(^{-1}\)); \( \rho \), density (kg. m\(^{-3}\)); \( C_p \), thermal mass capacity (J. kg\(^{-1}\) K\(^{-1}\)); \( T \), the temperature (K).

This equation allows us to describe the thermal behaviour of the transistor, as a function of the operating conditions and in particular the dissipated power [28]. The thermal properties required to develop the electrothermal model are listed in Table 1, the thermal conductivity of some materials is a function of temperature [16,29,30].
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3.2 Thermomechanical modeling

Thermomechanical modeling is used to study the influence of thermal behaviour on the mechanical behaviour of the HEMT structure. The distribution and the increase of the temperature in the HEMT due to the dissipated power can give rise to phenomena and mechanical degradations in the HEMT structure. To study these phenomena, we will develop a thermomechanical model, this model allows to link thermal parameters such as temperature to mechanical parameters such as stresses, strains and displacements. The coupling of the thermal model to the mechanical model can be translated into the form of equations, thanks to the thermoelasticity equations, strains and entropy density can be defined [27]:

\[ \{\varepsilon\} = [D]^{-1}\{\sigma\} + \{\alpha\}\Delta T \]  

\[ \{S\} = \{\alpha\}^T\{\sigma\} + \frac{\rho C_p}{T_0} \Delta T; \Delta T = T - T_{\text{ref}} \]

Table 1. Materials thermal properties.

<table>
<thead>
<tr>
<th>Materials</th>
<th>(\rho(\text{Kg.m}^{-3}))</th>
<th>(K(\text{W.m}^{-1}\cdot\text{K}^{-1}))</th>
<th>(C_p(\text{J.Kg}^{-1}\cdot\text{K}^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au</td>
<td>19300</td>
<td>310</td>
<td>137</td>
</tr>
<tr>
<td>SiN</td>
<td>3300</td>
<td>10</td>
<td>713</td>
</tr>
<tr>
<td>AlGaN</td>
<td>5470</td>
<td>548</td>
<td>490</td>
</tr>
<tr>
<td>GaN</td>
<td>6100</td>
<td>161 \left(\frac{293}{273 + T}\right)^{1.45}</td>
<td>690</td>
</tr>
<tr>
<td>SiC</td>
<td>3220</td>
<td>416 \left(\frac{293}{273 + T}\right)^{1.45}</td>
<td>690</td>
</tr>
</tbody>
</table>

Table 2. Material’s physical properties.

<table>
<thead>
<tr>
<th>Materials</th>
<th>(E) (GPa)</th>
<th>CTE ([/K])</th>
<th>Poisson’s ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au</td>
<td>70</td>
<td>14.2</td>
<td>0.44</td>
</tr>
<tr>
<td>SiN</td>
<td>250</td>
<td>1.5e-6</td>
<td>0.27</td>
</tr>
<tr>
<td>AlGaN</td>
<td>212.75</td>
<td>5.2425e-6</td>
<td>0.319</td>
</tr>
<tr>
<td>GaN</td>
<td>181</td>
<td>8.6e-6</td>
<td>0.352</td>
</tr>
<tr>
<td>SiC</td>
<td>748</td>
<td>4.3e-6</td>
<td>0.45</td>
</tr>
</tbody>
</table>

3.2 Thermomechanical modeling

Thermomechanical modeling is used to study the influence of thermal behaviour on the mechanical behaviour of the HEMT structure. The distribution and the increase of the temperature in the HEMT due to the dissipated power can give rise to phenomena and mechanical degradations in the HEMT structure. To study these phenomena, we will develop a thermomechanical model, this model allows to link thermal parameters such as temperature to mechanical parameters such as stresses, strains and displacements. The coupling of the thermal model to the mechanical model can be translated into the form of equations, thanks to the thermoelasticity equations, strains and entropy density can be defined [27]:

\[ \{\varepsilon\} = [D]^{-1}\{\sigma\} + \{\alpha\}\Delta T \]  

\[ \{S\} = \{\alpha\}^T\{\sigma\} + \frac{\rho C_p}{T_0} \Delta T; \Delta T = T - T_{\text{ref}} \]  

where \(\{\varepsilon\}\): total strain vector; \(\{\sigma\}\): stress vector; \(T\): ambient temperature; \(T_0\): absolute reference temperature; \(T_{\text{ref}}\): reference temperature; \(\{\alpha\}\): vector of thermal expansion coefficients; \(\rho\): volume density; \(C_p\): specific heat at constant pressure.

According to the thermodynamics law, the entropy density can be replaced by the heat density according to this equation:

\[ Q = T_0 S \]  

(5)

The main equations become:

\[ \{\varepsilon\} = [D]\{\varepsilon\} - \{\beta\}\Delta T \]  

(6)

\[ Q = T_0 \{\beta\}^T\{\varepsilon\} + \rho C_v \Delta T \]  

(7)

where \(\{\beta\}\): thermoelastic coefficients vector = \([D]\{\alpha\}\); \(C_v\): specific heat at constant volume = \(C_p - \frac{T}{T} \{\alpha\}^T\{\beta\}\).

These two equations ensure the thermomechanical coupling, it allows to link the thermal parameters with the mechanical parameters. The two elementary couplings: electrothermal and thermomechanical ensure the global electro-thermo-mechanical coupling. The physical properties of the materials required to develop the model are listed in Table 2 [31,32]. Some properties are already integrated into the material library of Comsol multiphysics.
3.3 Finite element model

The HEMT electro-thermomechanical modeling is based on the resolution of the above coupling equations. The chosen method of solving is the finite element method (FEM) [33], it is the most used method for solving such problems, the analytical solution of the equations is very difficult. Therefore, it is necessary to introduce numerical methods. Comsol multiphysics software is based on the finite element method, it allows to reconstruct the system geometrically, to apply loads and boundary conditions and par to solve all equations related to the developed modeling (Figure 2). The recommended mesh in the case of HEMT modeling is the tetrahedral mesh, thanks to the good results obtained by this type. The mesh is very fine in the critical areas, and becomes normal in the rest of the component to optimize the calculation time.

3.4 Evolution of the HEMT maximum temperature

During operation, the power dissipated in the active area of the HEMT influences the thermal behaviour of the component. To observe the effect of the power dissipation on the transistor temperature, the linear density of this power is varied from 1 W/mm up to 11 W/mm keeping the other parameters constant, Figure 3 shows the variation of the HEMT temperature as a function of the dissipated power.

Figure 3 shows that the dissipated power influences the temperature, the impact results in a non-linear temperature evolution. The figure also presents a comparison of the simulation results and the experimental results [13]. We see that there is a good correlation between the two curves. Except for deviations in a few points, this deviation is because we have neglected other modes of heat transfer such as convection and radiation. We consider a good correlation as a sufficient indication to validate and consider our model for future simulations.

3.5 Thermomechanical behaviour of the HEMT

To study the mechanical behaviour of the HEMT, under operating conditions: the dissipated power and the reference temperature, the finite element model developed under Comsol multiphysics, allows to visualize the distribution of the mechanical parameters such as stresses, strains and displacements at the HEMT structure, as well as their evolutions according to the applied loads.

3.5.1 Calculation of displacements in the HEMT structure

The distribution of the displacements of the HEMT structure in Figure 4, is obtained from the 3D finite element model, according to the figure we can see that the displacements are very important at the electrodes of the HEMT, they expect a value of 0.1 μm in the upper part of the structure. The operating conditions of the component have a great mechanical impact on the HEMT structure.

To observe the evolution of the displacement as a function of the applied loads, several simulations will be carried out in the different values of the dissipated power and a fixed reference temperature. The results are shown in Figure 5, in this figure we can see that the displacements
increase as a function of the dissipated power, following a non-linear evolution. At a dissipated power of 12 w/mm, displacements attain 0.108 μm.

And to observe the influence of the reference temperature on the variation of the maximum displacements, we realized simulations for the different values of $T_{ref}$ from 25°C to 300°C and a fixed power dissipated. The results in Figure 6 shows that the maximum displacements increase as a function of the reference temperature, at $T_{ref} = 300°C$ displacements attain 0.21 μm. We also notice that $T_{ref}$ has a high impact than the power dissipated. Therefore, the operating conditions of the HEMT have a clear influence on the displacements in the structure of the HEMT.

### 3.5.2 Calculation of strains in the HEMT structure

The strain study is used to quantify how lengths have been expanded/contracted and angles have changed in a structure. To evaluate the strains in the HEMT structure, simulations are made using the finite element model developed previously. Figure 7 shows the distribution of the principal strains: the first and the second. The first strain is very high above and at the end of the gate. The second principal strain is higher than the first, it’s very important over a large part of the gate. The operating conditions generate strains in the HEMT structure, the maximum values are observed at the level of the gate as well. Knowing that the gate is an important layer in the structure and operation of the component, an increase in strain can lead to HEMT failure.

To observe the evolution of the strains as a function of the operating conditions, Figure 8 shows the evolution of
the strains as a function of the power dissipated and the reference temperature. It is noticeable that the principal strains increase as a function of $P_{\text{dis}}$ and $T_{\text{ref}}$. The first principal strains are more important than the second. Moreover, the impact of the reference temperature is higher than that of the dissipated power.

### 4 Optimization approach

In this part, we will detail the optimization methods that we have used, starting with the definition of the CMA-ES method and its parameters. Then we will talk about the kriging metamodel, its management and quality control, and finally the global KA-CMA-ES method.

#### 4.1 Covariance matrix adaptation-evolution strategy (CMA-ES)

The CMA-ES (Covariance Matrix Adaptation-Evolution Strategy) method is the best member of the family of evolution algorithms, it is a stochastic optimization method without derivatives and can adapt to non-convex optimization problems [34]. CMA-ES is based on the four principles of natural selection: evolution, selection, recombination and mutation [35]. The implementation of evolutionary operations ensures this approach, to guide the approach towards a global optimum in a space of continuous or discrete research [36]. CMA-ES ($\lambda$, $\mu$) is based on the adaptation of the covariance matrix of the multivariate normal law in $\mathbb{R}^n$, this adaptation is equivalent to the construction of an approximation of the objective function $f$, this method generates $\lambda$ new individuals from $\mu$ elements of the population. CMA-ES ($\lambda$, $\mu$) generates the population by sampling a multivariate distribution [35,37]:

$$x_k^{(g+1)} \sim m^{(g)} + \sigma^{(g)} \mathcal{N}(O, C^{(g)})$$

(8)

for $k = 1, \ldots, \lambda$, where: $\sim$ indicates the same distribution on the left and the right. $\mathcal{N}(O, C^{(g)})$ is a multivariate normal distribution with a null mean and a covariance matrix $C^{(g)}$; $x_k^{(g+1)} \in \mathbb{R}^n$, $k^{th}$ offspring (individual, research point) of the $g + 1$ generation; $m^{(g)} \in \mathbb{R}^n$, mean value of the distribution from research to generation $g$; $\sigma^{(g)} \in \mathbb{R}$, step size to generation $g$; $C^{(g)} \in \mathbb{R}^{n \times n}$, covariance matrix at generation $g$; $\lambda \geq 2$, the population size.

Then, the images of the individuals generated by sampling are evaluated by the objective function, the best individuals will be grouped in the mean vector $m$, it has the expression:

$$m^{(g+1)} = \sum_{i=1}^{\mu} w_i x_i^{(g+1)}$$

(9)

and

$$\sum_{i=1}^{\mu} w_i = 1, \quad w_1 \geq w_2 \geq \cdots \geq w_\mu > 0$$

(10)

where $\mu \leq \lambda$ the number of points selected or the size of the original population (parents); $w_{1,\ldots,\mu} \in \mathbb{R}$, represents recombination weights, are strictly positive and verifying equation (10); $x_{k,i}$: the $i$th best individual selected from the set of individuals $[x_1, x_2, \ldots, x_\lambda]$ generated by equation (9); $(i, \lambda)$ is the index of the $i$th individual after ranking such that, $f(x_{1,i}) \leq f(x_2 \cdot \lambda) \leq \ldots \leq f(x_{\lambda,i})$ where $f$ is the objective function.

After updating the mean vector $m$, the next step is the step adaptation $\sigma$ and the covariance matrix $C$. The updating of the two parameters is done by two evolution paths $p_\omega$ and $p_\sigma$ [17], however, the continuation of the CMA-ES method process requires to update the evolution path $p_\sigma$ allowing to update the step size $\sigma$, the two parameters are calculated according to the following equations:

$$p^{(g+1)}_\sigma = (1 - c_\sigma) p^{(g)}_\sigma + \frac{\sqrt{c_\sigma}(2 - c_\sigma)}{\sqrt{\mu_w}} \left( C^{(g)} \right)^{\frac{1}{2}} \frac{m^{(g+1)} - m^{(g)}}{\sigma^{(g)}}$$

$$= (1 - c_\sigma) p^{(g)}_\sigma + \sqrt{c_\sigma(2 - c_\sigma)} \sqrt{\mu_w} \sum_{i=1}^{\mu} w_i z_i$$

(11)

$$\sigma^{(g+1)} = \sigma^{(g)} \exp \left( \frac{c_\sigma}{d_\sigma} \left( \frac{p^{(g+1)}_\sigma}{\| p^{(g+1)}_\sigma \|} - 1 \right) \right)$$

(12)

$p^{(g)}_\omega \in \mathbb{R}^d$: the evolution path for the step size at generation $g$, its initial value is $p^{(0)}_\omega = 0$; $c_\sigma \in [0, 1]$: the time constant for step size adaptation, its default value is $c_\sigma = (\mu_w + 2)/(d + \mu_w + 5)$; $\mu_w$: called effective selection mass variance, (effective selection mass variance), its value is $\mu_w = (\sum_{i=1}^{\mu} w_i)^2 / \sum_{i=1}^{\mu} w_i^2$.

To update the covariance matrix $C$, the evolution path $p_\omega$ must be updated, it is done according to the following equations:

$$C^{(g+1)} = (1 - c_\omega) C^{(g)} + c_\omega h \sigma \sqrt{c_\sigma(2 - c_\sigma)} \sqrt{\mu_w} \frac{m^{(g+1)} - m^{(g)}}{\sigma^{(g)}}$$

$$= (1 - c_\omega) C^{(g)} + h \sigma \sqrt{c_\sigma(2 - c_\sigma)} \sqrt{\mu_w} \sum_{i=1}^{\mu} w_i \left( C^{(g)} \right)^{\frac{1}{2}} z_i$$

(13)

whereas the covariance matrix becomes as follows:

$$C^{(g+1)} = \left( 1 - c_1 - c_\omega \right) C^{(g)} + c_1 \left( p^{(g+1)}_\sigma \left( \begin{array}{c} p^{(g+1)}_\sigma \\ \end{array} \right)^T + \delta(h \sigma) C^{(g)} \right)$$

$$+ c_\mu \sum_{i=1}^{\mu} w_i \left( \left( C^{(g)} \right)^{\frac{1}{2}} z_i \right) \left( \left( C^{(g)} \right)^{\frac{1}{2}} z_i \right)^T$$

(14)
where $p_c^g \in \mathbb{R}^d$: the evolution path for the step size at generation $g$, its initial value is $p_c^0(0) = 0$; $c_e \in [0, 1]$; the adaptation constant of the covariance matrix; $h_a$: is the Heaviside function; $c_l$ and $c_u$: expresses the learning rate for rank-one-update and rank-\(\mu\) -update, respectively. Their default values are $c_l = \frac{1}{(d+1)^2+\mu_{s1}}$, and $c_u = \min \left(1 - c_l, 2, \frac{\mu_{s2} - 2 - 1/\mu_{s1}}{(d+2)^2 + \mu_{s1}^2/2} \right)$ where $\mu_{s1} = 2$, and $\delta(h_a) = (1 - h_a) c_e (2 - c_e)$.

All these steps can be organized in an algorithm, which runs according to the chosen convergence conditions, following a very precise order, the algorithm repeats itself until the convergence condition is satisfied by returning the best individuals.

### 4.2 Kriging metamodell

During the development and design of complex equipment and systems, detailed modeling is required to evaluate and improve these systems in the development process. Modeling is done by several methods such as the finite element method, it’s based on detailed simulations that usually take a long time to run. And sometimes it is necessary to perform hundreds or thousands of simulations, as in the case of reliability or optimization studies to obtain good results, which is impractical in terms of time. This constraint leads us to look for other relevant methods. However, metamodels are simplified models of detailed simulation models. Evaluations using metamodels are more efficient and more feasible compared to detailed models in terms of time. Among the most commonly used types of metamodels is the kriging metamodel. The kriging model is Gaussian process-based modeling to interpolate deterministic data without noise. The kriging model is given in form [38]:

$$Y(x) = m(x) + Z(x).$$

It has two components: $m(x)$ is a deterministic function or global trend function, and the Gaussian random function $Z(x)$ which is a stationary Gaussian process, i.e., with constant mean. It is often assumed to be centred: $E(Z(x)) = 0$ for all $x$ and whose covariance between two points is only dependent on their distance:

$$\text{cov}(Z(x), Z(x')) = \sigma^2 r(x - x')$$

$$\text{cov}(Z(x), Z(x'))$$ is the covariance of $Z(x)$ between two points $x$ and $x'$. $\sigma$ is the variance of the Gaussian process and, $r$ is the correlation function, there are several correlation functions but, the most used is the Gaussian correlation function, it is expressed by:

$$R(x^{(i)}, x^{(j)}) = \exp \left[-\sum_{k=1}^{D} \theta_k |x_k^{(i)} - x_k^{(j)}|^2 \right]$$

where $x_k^{(i)}$ and $x_k^{(j)}$ are respectively the $k$th component of the sampling point $x^{(i)}$ and $x^{(j)}$, $D$ is the dimension of the design space, and $\theta_k$ ($k=1, 2, 3, \ldots, D$) are the unknown parameters of the correlation function. The mean and variance of the prediction for any untested point $x$ can be given respectively by:

$$\hat{y}(x) = \beta + x^T(x) R^{-1}(y_s - \beta I)$$

$$s^2(x) = \sigma^2 \left[ 1 - r^T(x) R r(x) + \frac{(1 - I^T R - 1r(x))^2}{I^T R^{-1} I} \right]$$

where $-\hat{y}(x)$ is the estimated mean value of $y(x)$; $s^2(x)$ is the estimated variance of $y^-(x)$; $r(x)$ is the vector of correlation functions between the untested point $x$; $y_s$ is the vector of observed responses corresponding to the sampled set; $I$ is a unit vector and the $N$ samples ($x_1, \ldots, x_N$), i.e., $r(x) = [R(x, x_1), \ldots, R(x, x_N)]^T$, $R$ is the $N \times N$ matrix of correlation functions for the sampled data. The estimation of the unknown parameters can be performed using the maximum likelihood estimation method [39].

### 4.3 Metamodell management

When using the metamodel to predict the original function, two criteria must be satisfied. The first is that the evolutionary algorithm must converge towards the global optimum. The second is the cost of the computation, it must be reduced as much as possible. The main constraint to replace the original function by a metamodel is to build a very precise metamodel, which allows to efficiently predict the original function. Because there is the risk of converging towards a false optimum. To avoid this problem, the original function and the metamodel must be used together. The original function is used to evaluate all the individuals of a generation or some of the individuals. Every individual evaluated by the original function is called a controlled individual. Similarly, a generation in which all its individuals are evaluated using the original function is called a controlled generation [39,40]. Meta-model management is generally divided into three principal approaches from an evolution control point of view:

- Uncontrolled evolution: consists in assuming that the metamodel is of high quality. Therefore, the original function of the evaluation is not used in the evolution calculation, i.e., no individual or generation is not controlled.
- Evolution with fixed control: in this case, the control frequency is fixed. There are two approaches to fixed control, the first is evolution control based on individuals, the second is evolution control based on generation.
- Evolution with adaptive control: this approach considers that evolution control depends on the quality of the metamodel, individuals are controlled iteratively to update the metamodel until its quality is acceptable.

### 4.4 Metamodell quality

The quality of the metamodel is a very important issue for its use in evolutionary computation, good metamodel quality ensures a correct evaluation of individuals by the original function, therefore a correct selection of
individuals. In the case of evolutionary computation, the metamodel must allow the evolutionary algorithm to select the best individual. CMA-ES uses a selection based on ranking, for each iteration, it evaluates the original function for each individual of the generation. The metamodel quality is based on its ability to correctly classify individuals in the population. However, the approximate classification procedure is an efficient method to control the quality of the metamodel without knowing the exact classification of the complete generation [40]. The approximate classification procedure proposed by Huang et al. [39] is composed of several steps classified in the form of an algorithm (Algorithm 1).

In this algorithm he has made two modifications to the process: the first is instead of selecting a single individual for reassessment and updating the metamodel, he only selects \( n_{\text{init}} = \max(1, 0.3\lambda) \) individuals, where \( \lambda \) is the size of the population. Second, it uses a lot size \( n_b = \max (1, [\lambda/10]) \) which is proportional to \( \lambda \), in the iteration loop of the approximate ranking procedure [39].

### 4.5 Kriging assisted CMA-ES

To perform an optimization study using the CMA-ES method, it is necessary to realize several (thousands) simulations using the finite element model, and each simulation can last tens of minutes, which is costly in terms of time. However, the integration of the kriging metamodel into the CMA-ES algorithm has been considered using the approximate ranking procedure as a quality control method for the metamodel. The CMA-ES algorithm will keep all its main instructions, except that the step of evaluation of the image of individuals, it can be by the original function or by the metamodel. In the second case, it is done by calling the approximate ranking procedure if \( n_b \) the number of points required to build the metamodel is greater than the number of points \( T \) in the training set. This integration of the metamodel in the evolutionary method can take the form of an algorithm named KA-CMA-ES (Algorithm 2) [39,40].

### 5 Results and discussion

#### 5.1 Optimization problem

The modeling of the HEMT has shown that the operating conditions such as the dissipated power and the reference temperature generate degradation in the HEMT structure. These degradations have several forms: displacements, strains, stresses and others. These parameters affect the reliability and performance of the component, especially when they reach critical values. Stress is an elementary component of cohesion efforts or an elementary effort applied to an elementary surface. Stress is a force divided by a surface. When the load is applied, the stress can often no more be defined as Normal or Tangential. A stress equivalent to normal stress is then useful to carry out a degradation study. These equivalent stresses are most often defined according to Tresca or von Mises criteria. In this sense, the von Mises criterion is the most used, it is based on the principal stresses [41]:

\[
\sigma_v = \frac{1}{\sqrt{2}} \sqrt{(\sigma_1 - \sigma_2)^2 + (\sigma_2 - \sigma_3)^2 + (\sigma_3 - \sigma_1)^2}
\]

(20)

where \( \sigma_v \) is the equivalent von Mises constraint, \( \sigma_1, \sigma_2 \) and \( \sigma_3 \) are respectively the first, second and third principal constraint. This criterion allows us to identify the elements of the structure which have a great tendency to degrade (rupture). Figure 9 shows the distribution of von Mises constraints in the HEMT structure. In this case, as the load \( P_{\text{diss}} = 9 \text{w/mm} \) and \( T_{\text{ref}} = 150^\circ\text{C} \), the von Mises stresses are important in the lower part of the substrate because this layer receives the reference temperature from the external environment and is also the basis of the structure construction. The stresses are also important at the AlGaN layer in both sides of the gate, this layer is very close to the active zone where the power is dissipated. It is also remarkable that the structure undergoes deformations at the several layers beside the active zone, especially the AlGaN layer and the passivation layer and the gate too. All these degradation phenomena can influence HEMT reliability.

To optimize the reliability of the HEMT, the operating conditions cannot be controlled, as they are imposed. On the other hand geometrical parameters influence the mechanical behavior of the structure, these parameters

---

**Algorithm 1 Approximate ranking procedure**

- **given:** \( \{z_k, x_k\}_{k=1}^\lambda \cdot m^{(\cdot)} \sigma^{(\cdot)}, C^{(\cdot)}, t, \mathcal{A}, f(x) \) - approximate: build surrogate model \( f \) based on \( \mathcal{A} \), and predict \( f_k = f(x_k), k = 1, \ldots, \lambda \)
- **rank and determine the parent set** \( \mathcal{P}_1 = \{x_{i;\lambda}\}_{i=1}^{n_{\text{init}}} \) where \( f(x_1;\lambda) \leq \cdots \leq f(x_{\lambda;\lambda}) \)
- **select** \( n_{\text{init}} \) controlled individual based on criterion \( C(x_{i;\lambda}), k = 1, \ldots, \lambda \) - evaluate the \( n_{\text{init}} \) selected individuals by \( f(x) \) and update set \( \mathcal{A} \), \( t \leftarrow t + n_{\text{init}} \)
- **for** \( m = 2 : (n_{\text{init}} - n_{\text{init}})_k \), \( m_b \) do
- approximate: build model \( \hat{f} \) based on \( \mathcal{A} \), and predict \( f_k = \hat{f}(x_k), k = 1, \ldots, \lambda \)
- **rank and determine the parent set** \( \mathcal{P}_m = \{x_{i;\lambda}\}_{i=1}^{n_b} \) where \( f(x_1;\lambda) \leq \cdots \leq f(x_{\lambda;\lambda}) \)
- **if** \( P_{m-1} \neq \mathcal{P}_m \) (the parent set has changed) then
- **select** \( n_{\text{init}} \) controlled individual based criterion \( C(x_{i;\lambda}), k = 1, \ldots, \lambda \) and \( x_m \notin \mathcal{A} \)
- **evaluate** the \( n_{\text{init}} \) selected individuals by \( f(x) \) and update set \( \mathcal{A} \), \( t \leftarrow t + n_{\text{init}} \)
- **else** break (exit for loop)
- **end if**
- **end for**
- output: \( t, \mathcal{A}, (x_k, z_k, f_k)^\lambda_k - 1 \)
can be variables to determine the best dimensions of the structure that ensure the good reliability of the structure. Therefore, the optimization problem is to minimize the von Mises stresses under geometrical constraints:

$$\min(f(x)) = \min(\sigma_c)$$

$$100 < a < 160$$
$$0.1 < b < 1$$
$$1.1 < c < 1.9$$

(21)

where $a$, $b$ and $c$ are respectively substrate thickness, nucleation thickness and GaN thickness. To solve the optimization problem, the coupling between two models has been developed: the finite element model developed under Comsol multiphysics software, and the statistical model of KA-CMA-ES coded under Matlab software. The statistical model is used to determine the optimal values that minimize the objective function and to build the metamodel necessary for the calculation. The finite element model makes it possible to compute the values of the von Mises stresses for each variation of the geometrical parameters.

5.2 Optimization results

After the application of optimization processes, the results obtained are classified in Table 3.

The optimization results in Table 3 are simulation results in power dissipation of 9W/mm and a reference temperature of 300°C. The CMA-ES and KA-CMA-ES optimization approaches that we have developed have allowed us to determine the optimal dimensions, which minimize the maximum von Mises stresses. This reduces the probability of failure in the structure and improves its reliability. The KA-CMA-ES method is more efficient in terms of the calculation time ($t$) and the number of simulations (N) required to reach the best optimum. To observe the variation of the von Mises stresses before and after the optimization process, simulations are made in both cases, the results are presented in Figure 10.

6 Conclusion

In this work, the electro-thermomechanical modeling of the high electron mobility transistor was performed. This modeling allowed to describe the thermal and mechanical behaviour as a function of the operating conditions. The finite element model is developed under the Consol multiphysics software. After applying the loads to the model, the maximum operating temperature of the HEMT increases in a non-linear evolution as a function of the dissipated power. Also, degradation phenomena like displacements and deformations in the transistor structure have been observed. Therefore, we developed an optimization approach to reduce the effect of these degradations. In this case, we took only three geometric parameters, this method is based on the integration of the CMA-ES method with the kriging metamodel. After applying this approach, von Mises constraints in the HEMT structure were minimized. CMA-ES with kriging showed efficiency in solving optimization problems.
Table 3. Optimization results using CMA-ES and KA-CMA-ES.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Initials values</th>
<th>CMA-ES</th>
<th>KA-CMA-ES</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>100</td>
<td>149.32</td>
<td>148.48</td>
</tr>
<tr>
<td>b</td>
<td>0.3</td>
<td>0.61</td>
<td>0.63</td>
</tr>
<tr>
<td>c</td>
<td>1.7</td>
<td>1.34</td>
<td>1.34</td>
</tr>
<tr>
<td>N</td>
<td>–</td>
<td>8316</td>
<td>6039</td>
</tr>
<tr>
<td>t(s)</td>
<td>–</td>
<td>208926</td>
<td>182360</td>
</tr>
</tbody>
</table>

Fig. 10. Evolution of von Mises constraints before and after the optimization process.
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