Implementation of modified artificial bee colony (ABC) optimization technique for minimum cost design of welded structures
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Abstract – Welded structures are widely used in many engineering load carrying structures such as columns, towers for wind turbine or water tanks, offshore and submarine structures, girders, stiffened doors, etc. welding is a costly fabrication process and proper sequence and welding process effect the cost of a huge structure. Keeping this in view two different problems from the literature for the cost optimization of welded structures are considered in this paper. The optimization procedure is carried out using artificial bee colony (ABC) optimization technique. Classical ABC is modified to increase the convergence rate of the original algorithm. Comparison of both the variants is experimented on many bench mark examples from the literature and also on two cost optimization problems of welded structures. The results of the considered techniques are compared with the previously published results. The considered techniques have given much better results in comparison to the previously tried approaches and also modified ABC has shown superiority over classical ABC.
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1 Introduction

Stiffeners are required to improve the load carrying capacity of structures. Stiffeners help to achieve lightweight and robust design of the structure. For this purpose they have wide use in structural engineering domain. Specially, stiffened plates are used in critical and sensitive structures such as in aircrafts, ship hulls and box girders in which safety and a perfect design is crucial. Buckling is the one of the most complex phenomenon that is inevitable for heavily axially loaded stiffened plate structures. The wide area of application of such structures is an aircraft industry where light, stiff and highly resistant structures are required. It is possible to manufacture aircraft elements as thin panels reinforced by stiffeners. The proper stiffeners arrangement in a domain of the structure decides about the effectiveness of the construction or about the effectiveness of reinforcement. Optimal properties of structures can be searched using optimization tools which are discussed in the later part of this paper.

For steel structures a general total cost function $K_T$ can be defined in the following form [19]

$$K_T = K_m + K_f + K_t + K_e;$$

where $K_m$ is the material cost of structural members, $K_f$ is the fabrication cost, $K_t$ is the cost of transporting the fabricated pieces to the construction field, and $K_e$ is the erection cost. Many studies are reported in literature for the cost optimization of different structures.

Anderson and Chong [4] presented the minimum cost design of homogeneous and hybrid stiffened steel plate girders according to the AISC code [2]. Douty [13] described the minimum cost design of three different types of bolted and welded connections used in steel frames based on the AISC specifications [1]. The cost function is presented in terms of the connection variables, such as the diameter of the bolts, flange plate width and thickness, shear plate length and thickness, and the leg size of the fillet weld for connecting the shear plate to the column flange and for the flange plate moment connection. Lorenz [25] discussed the minimum cost design of composite beams based on the AISC load and resistance factor design (LRFD) code [3]. Farkas [15] presents closed-form solutions for optimum cost values of the cross-sectional variables for simply supported welded box girders subjected to a uniformly distributed load and constraints on bending stress, local flange and web buckling, shear fatigue for longitudinal fillet welds, and deflection. Farkas and Jarmai [16] presented the minimum cost design of laterally loaded welded cellular steel plates using
three different approaches: the backtracking method, the hill-climbing method, and feasible sequential quadratic programming. Bhatti [7] presented the minimum cost design of simply supported composite I-shaped steel beams with concrete slabs subjected to a uniformly distributed load, and strength, deflection, and vibration constraints using the Lagrange multiplier approach. Farkas [18] derived a differential equation for the radial shell deformation using the bending theory of cylindrical shells. The solution of this equation gives an approximate formula for the maximum radial deformation. Comparing this formula with the limiting deformation given by ECCS allows calculating the required shell thickness. Another thickness can be obtained using ECCS buckling formulae. Using an interpolation, a thickness can be calculated, which fulfills the constraints. Jarmai et al. [21] demonstrated the optimal design of a cylindrical orthogonally stiffened shell member of an offshore fixed platform truss, loaded by axial compression and external pressure. Ring stiffeners of welded box section and stringers of halved rolled I-section were used. The design variables considered in the optimization were the shell thickness as well as the dimensions and numbers of stiffeners. The design constraints relate to the shell, panel ring and panel stringer buckling, as well as manufacturing limitations. The cost function includes the cost of material, forming of plate elements into cylindrical shape, welding and painting. In the optimization a number of relatively new mathematical optimization methods such as leap-frog – LFOPC, Dynamic-Q, ETOPC, and Particle swarm optimization – PSO were used. Jarmai [20] presented the single and multiobjective optimization of a welded stringer-stiffened cylindrical steel shell. A column fixed at the bottom and free on the top was constructed of stringer-stiffened cylindrical shell and loaded by axial compression as well as by horizontal force acting on the top. Halved rolled I-section stringers were welded outside of the shell by longitudinal fillet welds. Design Variables taken were the shell thickness as well as dimension and number of stringers. Three different objective functions were considered viz. material cost, forming cost to form the shell elements into the cylindrical shape, assembly and welding, and painting cost. The original PSO algorithm was modified to handle multiobjective optimization techniques and to find discrete values of design variables. Luis et al. [26] presented the optimization of a uniaxially compressed stiffened plate subjected to static and fatigue loading. The design variables were the thickness of the base plate, the number and dimension of stiffeners of the orthogonally stiffened plate. Cost optimization was carried out considering material, assembly, welding and painting costs. Farkas and Jarmai [14] presented the cost minimization of a cantilever stub column of square box cross section with orthogonally stiffened side plates. Design variables include the thickness and width of the side plates as well as the dimensions and numbers of stiffeners. PSO was implemented for the cost optimization. Marcin et al. [27] presented the optimal configuration of stiffening ribs in the steel welded I-beams and columns. The configuration with diagonal ribs is proved better than traditional ones. Farkas et al. [17] used refined version of the original Snyman-Fatti (SF) global continuous optimization algorithm to the optimal design of welded square stiffened plates. Square plates of square symmetry subjected to uniformly distributed normal static loads, supported at four corners, and stiffened by a square symmetrical orthogonal grid of ribs was investigated. Halved rolled I-section stiffeners are used welded to the base plate by double fillet welds. The cost function includes material, welding as well as painting costs, and is formulated according to the fabrication sequence. Design variables include base plate thickness as well as the dimensions of the edge and internal stiffeners. Constraints on stress in the base plate and in stiffeners, as well as on deflection of edge stiffeners and of internal stiffeners were considered. PSO algorithm was applied to confirm the results given by the SF algorithm.

It has been observed from the review of research work on design optimization of welded structures that the recently used advanced optimization technique is PSO. PSO requires many controlling parameters such as inertia weight, maximum velocity, and learning factors which influence the performance of the algorithm. Therefore the efforts are continuing to use more different optimization algorithms, which are more powerful, robust and able to provide accurate solution. This paper is intended to apply one such optimization algorithms known as artificial bee colony (ABC) [22] optimization technique. In the present work, an effort is made to verify if any improvement in the solution is possible by employing ABC optimization technique to two different cost optimization problems for welded structures reported in the literature. Moreover ABC optimization technique is the most recently developed technique. It is not so far tried for the complex optimization problems for structural design. The next section gives a brief description of ABC optimization techniques.

### 2 Artificial bee colony (ABC) techniques

Artificial bee colony (ABC) Algorithm is an optimization algorithm based on the intelligent foraging behaviour of honey bee swarm. The colony of artificial bees consists of three groups of bees: employed bees, onlookers and scouts [5, 22].

The colony of the artificial bees is divided into two groups, first half of the colony consists of the employed artificial bees and the second half includes the onlooker bees. Scout bees are the employed bee whose food source has been abandoned. In ABC algorithm, the position of a food source represents a possible solution to the optimization problem (value of design variables) and the nectar amount of a food source corresponds to the quality of the associated solution (value of objective function). At the first step, the ABC generates a randomly distributed initial population $P_{initial}$ of $N$ solutions, where $N$ denotes the size of population. Each solution $x_j$ is an $S$-dimensional vector where $S$ is the number of optimization parameters (design variables). After initialization, the population of the solutions is subjected to repeated cycles, $C = 1, 2, \ldots, G$, of the search processes of the employed bees, the onlooker bees and scout bees. An employed bee which is equal to $N/2$ produces a modification on the solution in her memory depending on the local information. If the objective function value (fitness) of the new solution is higher than that of the previous one, the bee memorizes the new position and forgets the old one. Otherwise she keeps the position of the previous one in her memory. After all employed bees complete the search process; they share the nectar information of the food sources and their position...
information with the onlooker bees on the dance area. An onlooker bee evaluates the fitness information taken from all employed bees and chooses a food source with a probability related to its fitness value. An onlooker bee also produces a new solution and it memorizes the new position if its fitness value is better than the previous position. An artificial onlooker bee chooses a food source depending on the probability value associated with that food source, \( p_i \), calculated by the following expression

\[
p_i = \frac{F_i}{\sum_{n=1}^{N_b} F_n},
\]

where \( F_i \) is the fitness value of the solution \( i \) which is proportional to the nectar amount of the food source in the position \( i \) and \( N_b \) is the number of food sources which is equal to the number of employed bees. In order to produce a candidate food position from the old one in memory, the ABC uses the following expression (3):

\[
v_{ij} = x_{ij} + R_{ij} (x_{ij} - x_{kj}),
\]

where \( k \in \{1, 2, \ldots, N\} \) and \( j \in \{1, 2, \ldots, D\} \) are randomly chosen indexes. Although \( k \) is determined randomly, it has to be different from \( i \). \( R_{ij} \) is a random number between (–1, 1). It controls the production of neighbour food sources around \( x_{ij} \) and represents the comparison of two solutions. As can be seen from (3), as the difference between the parameters of the \( x_{ij} \) and \( x_{kj} \) decreases, the perturbation on the position \( x_{ij} \) gets decrease, too. Thus, as the search approaches to the optimum solution in the search space, the step length is adaptively reduced.

If the position of the food source cannot be improved for some predetermined number of cycles than that food source is abandoned. The abandoned food source is replaced with a new food source by the scouts. In ABC, this is simulated by producing a position randomly and replacing it with the abandoned one. The value of predetermined number of cycles is an important control parameter of the ABC algorithm, which is called “limit” for abandonment. The value of limit is generally taken as \( \text{Number of employed bees} \times S \) [23, 24].

Assume that the abandoned source is \( x_i \) and \( j \in \{1, 2, \ldots, D\} \), then the scout discovers a new food source to be replaced with \( x_j \). This operation can be defined as in (4)

\[
x'_j = x_{\min} + \text{rand}(0, 1) (x_{\max} - x_{\min}).
\]

It is clear from the above explanation that there are three control parameters used in the ABC: The number of food sources which is equal to the number of employed or onlooker bees \( (N) \), the value of \( \text{limit} \), the maximum cycle number \( (G) \).

As suggested by Karaboga [22] \( R_{ij} \) is uniformly distributed random number between –1 and 1. In this paper ABC is modified by using normally distributed random number with mean 0 and variance 1 instead of uniformly distributed random number between –1 and 1. The distributions of both the random numbers generated using MATLAB with 1e7 random points are shown in Figures 1 and 2 respectively.

Another modification is made in equation (3) by replacing \( (x_{ij} - x_{kj}) \) by \( (x_{\text{bestj}} - x_{ij}) \). Here \( x_{\text{bestj}} \) is the best solution from the population. The reason is that in the earlier formula the solution tries to move towards any random solution \( (x_{kj}) \). There is no guarantee for the \( x_{kj} \) to be better than \( x_{ij} \). So solution can move towards worst solution also, which may require more computational time to reach the optimum solution. By replacing \( x_{kj} \) with \( x_{\text{bestj}} \), the solution will always move towards the best solution in each iteration, which will lead to global optimum solution in less computational effort. Moreover effort is made to increase the convergence rate of the original ABC algorithm. Many experiments were conducted to change equation (3) so that algorithm converges to optimum solution in less number of generations. In this paper original ABC will be referred as ABC_1 and modified ABC as ABC_2. Experiments shows that by using ABC_2 solutions improves by approximately 87% and by using ABC_1 solutions improves by 39% in successive first five generations which indicates the fast convergence rate of modified ABC. Convergence rate for the benchmark Sphere function \( f(X) = \sum_{i=1}^{n} x_i^2, x \in [-100 100], i = 20 \) for five different runs for both the variants of ABC is shown in Figures 3 and 4. From Figures 3 and 4 also it can be noted that modified ABC have better convergence than classical ABC.

The algorithm discussed above takes real number in the aspect of representation solution and updates themselves with
certain rules based on the behavior of algorithm. In this algorithm, process looks only for the best solution and tends to converge to the best solution. In the implementation process, solutions are randomly generated at the beginning and usually violate the system constraints resulting in infeasible solutions. Therefore, the handling of system constraints, particularly nonlinear equation constraints, and the measurement and evaluation of infeasible solutions is very important. To cope with constrained problems with evolutionary computation, various approaches such as rejection of infeasible individuals, repair of infeasible individuals, replacement of individuals by their repaired versions, and penalty function methods can be adopted. Among them, the penalty function method is particularly promising as evidenced by recent developments [12] and the same is adapted in the present work. Penalty function changes the constrained optimization problem into unconstrained optimization problem. For example consider an optimization problem as

\[
\text{Minimize : } f(X), \text{ Subjected to : } g_i(X) \geq 0. \quad (5)
\]

This problem is converted in unconstrained form as

\[
\text{Minimize : } f(X), \text{ if } g_i(X) \geq 0, \text{ else,} \quad (6)
\]

\[
\text{Minimize : } f(X) + R \sum_{i=1}^{n} g_i(X), \quad (7)
\]

where \( R \) is very large number and \( n \) is number of constraints.

The next section presents examples to demonstrate and validate the considered optimization techniques for the cost optimization of welded structures.

### 3. Examples

To check the performance of ABC some classical benchmark problems from Karaboga and Basturk [24] were experimented. In experiments, Schaffer function has two parameters \((-100 \leq X \leq 100)\), while Sphere \((-100 \leq X \leq 100)\), Griewank \((-600 \leq X \leq 600)\), Rastrigin \((-5.12 \leq X \leq 5.12)\) and Rosenbrock \((-50 \leq X \leq 50)\) functions have 20 parameters each. Moreover some engineering benchmark problems were also taken for the investigation. They include pressure vessel problem [32] consisting of four design variable and four constraints, Spring weight minimization problem [6] consisting of three design variable and four constraints, and speed reducer problem [28] consisting of 7 design variables and 11 constraints. As this paper focuses on the optimization of welded structures two special problems of welded structure optimization is taken from the literature and is given in detail as follows. More detailed information can be obtained from the mentioned reference. Experiments were conducted for different population size and number of generations. In this paper N50G200 indicates population size of 50 with number of generation of 200. Results were obtained for 50 different runs.

#### 3.1 Example – 1 welded beam

The objective is to design a welded beam for minimum cost. There are four design variables as shown in Figure 5: \( h(x_1) \), \( l(x_2) \), \( t(x_3) \) and \( b(x_4) \). Design is subjected to the constraints on shear stress (\( \tau \)), bending stress in the beam (\( \sigma \)), buckling load on the bar (\( P_c \)), end deflection of the beam (\( \delta \)), and side constraints.

The problem can be stated as follows:

\[
\text{Minimize : } f(x) = 1.10471x_1^2x_2 + 0.04811x_3x_4(14.0 + x_2). \quad (8)
\]

\[
\text{Subject to: } g_1(x) = \tau(x) - \tau_{\text{max}} \leq 0, \quad (9)
\]
where

\[ g_2(x) = \sigma(x) - \sigma_{\text{max}} \leq 0, \quad (10) \]

\[ g_3(x) = x_1 - x_4 \leq 0, \quad (11) \]

\[ g_4(x) = 0.10471x_1^2 + 0.04811x_3x_4(14.0 + x_2) - 5.0 \leq 0, \quad (12) \]

\[ g_5(x) = 0.125 - x_1 \leq 0, \quad (13) \]

\[ g_6(x) = \delta(x) - \delta_{\text{max}} \leq 0, \quad (14) \]

\[ g_7(x) = P - P_c(x) \leq 0, \quad (15) \]

\[ \sigma(x) = \frac{6PL}{x_4x_3^2}, \quad (22) \]

\[ \delta(x) = \frac{4PL^3}{E x_4 x_3}, \quad (23) \]

\[ P_c(x) = \frac{4.013E}{L^2} \sqrt{x_4^2 \left( \frac{1 - \nu^2}{E} \right)} \]

\[ P = 6000 \text{lb}, L = 14 \text{in}, E = 30e6 \text{psi}, G = 12e6 \text{psi}, \]

\[ \tau_{\text{max}} = 13600 \text{psi}, \sigma_{\text{max}} = 30000 \text{psi}, \delta_{\text{max}} = 0.25 \text{in} \]

\[ 0.1 \leq x_1 \leq 2.0, 0.1 \leq x_2 \leq 10.0, 0.1 \leq x_3 \leq 10.0, 0.1 \leq x_4 \leq 2.0 \quad (24) \]

### 3.2 Example-2 orthogonally stiffened cylindrical shell

Objective is to optimize cost of a cylindrical shell member that is orthogonally stiffened by using ring stiffeners of box cross section and stringers of halved I-section Figures 6 and 7.

\[ R = \sqrt{\frac{x_2^2}{4} + \left( \frac{x_1 + x_3}{2} \right)^2}, \quad (20) \]

\[ J = 2 \left[ \sqrt{2x_1x_2} \left\{ \frac{x_2}{12} + \left( \frac{x_1 + x_3}{2} \right)^2 \right\} \right], \quad (21) \]
The cost function includes material cost, manufacturing cost and painting cost.

Cost function is given by [21]

$$K = K_M + \sum_i K_{F_i} + K_P,$$

where $K_M$ is the material cost, $K_F$ is the fabrication cost and $K_P$ is the painting cost.

The manufacturing cost is derived from the manufacturing sequence which is explained as follows:

($K_{F3}$) Cylindrical shapes are formed from plate elements of 3 m length ($L_o$).

$$K_{F3} = 5k_F \theta e^p.$$  

($K_{F1}$) 3 m shell segments are welded from two curved plate elements with two butt welds using gas metal arc welding.

$$K_{F1} = 5k_F \left( \sqrt{2} \rho V_1 \right)$$

+ (1.3) \left( \frac{0.1520X10^{-3}J_{0.9385}}{2L_o} \right).$$  

($K_{F2}$) 15 m un-stiffened shell is welded from five shell segments with four circumferential but welds using gas metal arc welding.

$$K_{F2} = k_F \left( \sqrt{2} \rho V_1 \right)$$

+ (1.3) \left( \frac{0.1520X10^{-3}J_{0.9385}}{8R \pi} \right).$$  

($K_{F3}$) nr ring stiffeners are welded from three plate elements with two fillet welds each using shielded metal arc welding.

$$K_{F3} = n_k k_F \left[ 3 \sqrt{3} \rho V_R + 1.3X0.3394X10^{-3} a_w^2 n \pi (R - h_r) \right].$$  

($K_{F4}$) nr ring stiffeners are welded into the whole shell with 2 nr circumferential fillet welds using shielded metal arc welding.

$$K_{F4} = k_F \left[ 3 \sqrt{(n_r + 1)} \rho (5V_1 + n \rho V_R) \right]$$

+ (1.3) \left( \frac{0.3394X10^{-3} a_w^2 n \pi R}{4} \right).$$  

($K_{F5}$) ns stringers are welded into the shell with 2 ns fillet welds using shielded metal arc welding.

$$K_{F5} = k_F \left[ 3 \sqrt{(n_t + n_s + 1)} \rho (5V_1 + n \rho V_R + n_2 A_L) \right]$$

+ (1.3) \left( \frac{0.3394X10^{-3} a_w^2 n \pi 2L}{2} \right).$$  

The material cost is given by

$$K_M = k_M 5 \rho V_1 + k_M 9 \rho n \rho V_R + K_M 2 \rho A_n A_L,$$

where $V_1$ is the volume of the shell segment and $V_R$ is the volume of ring stiffener.

The painting cost is given by

$$K_P = k_P \left[ 2 \pi L + 2 \pi (L - n \pi h_r) + 2n \pi L \right].$$  

\[ + 4 \pi R h_c \left( R - h_r \right) + n \pi L (h_1 + 2h) \]  

$ \text{(33)}$

Shell buckling constraint $g_1(X)$ associated with the design is given by [11]

$$\sigma e = \sqrt{\sigma_{e2}^2 - \sigma_1 \sigma_{e2} + \sigma_{e2}^2} \leq f_y / \sqrt{1 + \varepsilon^2},$$  

$ \text{(34)}$

where $\sigma e$ is the equivalent stress according to Det Norske Veritas rules. And, $\sigma = N_t / 2Rn_t$; $t = t + A_{gs}$; $s = 2R \pi / n_t$; $\sigma_p = p_p / R(t + 1 + 2h)$; $x = A_R / L_{or}$; $L_{or} = \text{min}(L_r, L_{cr}) = 1.56 \sqrt{R}$; $L_r = \frac{1}{n} - 1$; $\lambda^2 = \left( \frac{2a_w}{\sigma_{eas} + \sigma_{ps}} \right)$; $\sigma_{eas} = \left( \frac{\pi E}{2(t + 1)} \right) ^2$; $\sigma_{ps} = \Psi_{as} \left[ 1 + \left( \frac{\rho_{as}}{\rho_{ps}} \right)^2 \right]$; $\Psi_{as} = 4$; $Z_{as} = \frac{\rho_{as}}{t + 1}$; $\bar{\sigma}_{as} = 0.702Z_{as}$; $\rho_{ps} = 0.5(1 + \frac{\rho_{ps}}{150})^{-0.5}$; $\sigma_{Eps} = C_{pp} \left( \frac{\pi E}{90.02} \right)^2$; $C_{pp} = \Psi_{pp} \left[ 1 + \left( \frac{\rho_{pp}}{\rho_{ps}} \right)^2 \right]$; $\rho_{pp} = 0.5$; $\bar{\epsilon}_{pp} = 1.04 \sqrt{Z_{ps}}$; $Z_{ps} = Z_{as}$; $\Psi_{ps} = \left[ 1 + \left( \frac{\rho_{ps}}{\rho_{ps}} \right)^2 \right]$.  

Stringer buckling constraint $g_2(X)$ is given by

$$\sigma e \leq \frac{f_y}{\sqrt{1 + \lambda^2}},$$  

$ \text{(35)}$

where, $\lambda^2 = \left( \frac{2a_w}{\sigma_{eas} + \sigma_{ps}} \right)$; $\sigma_{eas} = C_{ap} \left( \frac{\pi E}{90.02} \right)^2$; $C_{ap} = \Psi \left[ 1 + \left( \frac{\rho_{ap}}{\rho_{ps}} \right)^2 \right]$; $\rho_{ap} = 0.5$; $\bar{\epsilon}_{ap} = 0.702Z_{ap}$; $Z_{ap} = L_{ap} / 0.9539$; $\Psi_{ap} = \left[ 1 + \gamma_{ap} \right]$; $\gamma_{ap} = 10.92 \left( \frac{L_{ap}}{L_{cr}} \right)$; $S_E = 1.9t \sqrt{E}$; $Z_G = \frac{4 \pi \left[ \left( \frac{L_{ap}}{L_{cr}} \right) t + h_r \left( \frac{h_r}{t} \right)^2 \right]}{A_{ap} \left( \frac{h_r}{t} \right)^2}$; $A_{ap} = \frac{A_{cr} t}{t + h_r \left( \frac{h_r}{t} \right)^2}$; $\sigma_{Epp} = C_{pp} \left( \frac{\pi E}{90.02} \right)^2$; $C_{pp} = \Psi_{pp} \left[ 1 + \left( \frac{\rho_{pp}}{\rho_{ps}} \right)^2 \right]$; $\rho_{pp} = 0.6$; $\Psi_{pp} = 2 \left[ 1 + \sqrt{1 + \gamma_{pp}} \right]$.  

Panel ring buckling constraints $g_3(X)$ and $g_4(X)$ are given by

$$A_{req} \leq A_g \text{ and } I_{req} \leq I_R.$$  

where, $\frac{1}{n} = 42.2e$; $\bar{\epsilon} = \frac{1}{2} \left( \frac{355}{l} \right)$; $f_y = 355$; $\delta_r = 1 / 34$; $A_r = 3h_t l_t = 3 \delta_r h_r^2$; $A_{req} = \left( \frac{2}{7} + 0.06 \right) L_t$; $Z = \frac{L_{ap} / 0.9539}{2}$; $L_r = \text{min} \left( L_r, 2 \times 1.56 \sqrt{R} \right)$; $y_E = \frac{L_r (h_r + h_f)}{3h_t h_r + L_t}$; $I_r = \frac{5}{6} h_t^6 + 2 \delta_r h_r^2 \left( \frac{h_r}{2} - y_E \right)^2 + \delta_r h_r^2 y_e^2 + L_t (h_r + \frac{3}{2} - y_E)^2$; $I_{req} = I_s + I_p$; $I_s = \frac{a_w^2 (h_r + h_f)^6}{802L_{or}^2}$; $R_o = R - (h_r - y_E)$; $I_p = \frac{\rho_{ap} R_{ap}^2 L}{2}$.

Manufacturing constraint $g_5(X)$ is given by

$$\frac{2 \pi (R - h_r \pi / 2)}{n_t} \leq 300.$$

\[ \text{(36)} \]

Jarmai et al. [21] solved Example 2 using PSO technique for the cost optimization considering the above design variables, objective functions, and the constraints. Value of cognitive learning coefficient and social learning coefficient was taken as 2 and 1.4 respectively. Population size was varied from 1 to 500 and maximum allowable function evaluations were 100000 with no improvement termination criterion as 10 iterations. The same problem was also solved using three different
local optimization techniques viz. LFOPC, Dynamic – Q and ETOPC. The drawback of local optimization techniques is that it does not guarantee global optimum and also result changes with the change in starting point and thus they are time consuming with respect to global optimization techniques.

ABC algorithm used for the analysis was coded in MATLAB and all experiments were done on 1.4 GHz Intel Core 2 Duo Laptop machine. The performance of all the algorithms is compared for both the examples. To obtain the most suitable parameters a large number of experiments were conducted. For ABC the value of limit is set to $N \times S$ where $N$ is the number of employed or onlooker bees and $S$ is the dimension of design variable. One hundred trial runs were performed for each variant of ABC algorithm for each example. The performances of the different variants were compared based on different criteria. The first criterion for the comparison is the best solution obtained in one run. The algorithms are compared for the best value, mean value and the standard deviation for one hundred runs for the best solutions. In this comparison best value gives the global optima, and mean value serves the purpose for the average performance to search optimum result. Standard deviation gives the deviation of best result from the mean result for all the runs. The second criterion for the comparison is the success rate, which indicates the percentage success the technique has achieved in finding the global solution. Results of all the benchmark problems are shown in the Table 1.

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$x_5$</th>
<th>$f(x)$</th>
<th>Max. constraint violation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.20573</td>
<td>3.470488</td>
<td>9.03662</td>
<td>0.20573</td>
<td>1.72486</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>0.20573</td>
<td>3.470484</td>
<td>9.036627</td>
<td>0.20573</td>
<td>1.72486</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>0.20573</td>
<td>3.470603</td>
<td>9.036626</td>
<td>0.20573</td>
<td>1.72486</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>0.20573</td>
<td>3.470446</td>
<td>9.036702</td>
<td>0.20573</td>
<td>1.72487</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>0.20573</td>
<td>3.470624</td>
<td>9.036645</td>
<td>0.20573</td>
<td>1.72487</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>0.20573</td>
<td>3.470737</td>
<td>9.036595</td>
<td>0.20574</td>
<td>1.72489</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>0.20573</td>
<td>3.470761</td>
<td>9.036576</td>
<td>0.20573</td>
<td>1.72493</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>0.20574</td>
<td>3.470808</td>
<td>9.036791</td>
<td>0.20573</td>
<td>1.72493</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>0.205694</td>
<td>3.471154</td>
<td>9.037005</td>
<td>0.20573</td>
<td>1.72493</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

Table 7. Top ten optimum solution obtained for example 1 using ABC.

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$x_5$</th>
<th>$f(x)$</th>
<th>Max. constraint violation</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.8275</td>
<td>26.8855</td>
<td>8.3799</td>
<td>260.3097</td>
<td>223.9656</td>
<td>54444.50</td>
<td>–</td>
</tr>
<tr>
<td>13.767484</td>
<td>27.09977</td>
<td>8.75685</td>
<td>256.76358</td>
<td>214.443837</td>
<td>54377.00</td>
<td>(1)0.007</td>
</tr>
<tr>
<td>13.76841</td>
<td>26.8238</td>
<td>8.20406</td>
<td>262.09579</td>
<td>229.150404</td>
<td>54390.00</td>
<td>(1)0.003</td>
</tr>
<tr>
<td>13.755645</td>
<td>26.74911</td>
<td>8.05732</td>
<td>263.61189</td>
<td>233.347565</td>
<td>54393.00</td>
<td>(1)0.003</td>
</tr>
<tr>
<td>13.807123</td>
<td>27.08457</td>
<td>8.75527</td>
<td>256.77486</td>
<td>214.325228</td>
<td>54395.00</td>
<td>(1)0.003</td>
</tr>
<tr>
<td>13.807085</td>
<td>27.12217</td>
<td>8.80445</td>
<td>256.35323</td>
<td>213.007058</td>
<td>54397.00</td>
<td>(1)0.003</td>
</tr>
<tr>
<td>13.808004</td>
<td>26.97285</td>
<td>8.53223</td>
<td>258.85308</td>
<td>220.023952</td>
<td>54403.00</td>
<td>(1)0.002</td>
</tr>
<tr>
<td>13.812803</td>
<td>27.00257</td>
<td>8.59691</td>
<td>258.23552</td>
<td>218.318487</td>
<td>54405.00</td>
<td>(1)0.002</td>
</tr>
<tr>
<td>13.783138</td>
<td>27.238</td>
<td>8.81498</td>
<td>255.98918</td>
<td>212.613805</td>
<td>54429.00</td>
<td>(5)0.005</td>
</tr>
<tr>
<td>13.825026</td>
<td>26.92995</td>
<td>8.46453</td>
<td>259.48998</td>
<td>221.711473</td>
<td>54430.00</td>
<td>(1)0.0007</td>
</tr>
</tbody>
</table>
It can be seen from the Table 1 that modified ABC is better than classical ABC in finding the best solution for both constraint and unconstrained benchmark problems. For Griewank and pressure vessel problem classical ABC has shown better result than modified ABC for the mean of the best solutions. These results do not indicate that classical ABC is inferior to modified ABC, but main intension of comparison is that modified ABC can find better solution with less population size and number of generations which indicates better convergence rate of the modified ABC. If population size and number of generation is increased than both the variants converge to the same solution.

All the variants were experimented by taking different population size and different number of generations to study its effect on best solution, average solution, success rate and processing time for the considered two examples of welded structures.

Tables 2 and 3 show the best solutions for both the examples It is observed from the result that ABC_2 has shown better results than other two variants for best, mean solutions and standard deviations. All the variants have given improvement in the result with the increase in population size and number of generations. Moreover ABC_2 require less function evaluation to reach optimum solution than ABC_1. For example 2 also similar kinds of results are observed. Moreover ABC_2 has given the optimum solution using less than 10 000 function evaluations, which is better than the results of PSO implemented by Jarmai (2006), which requires between 26 184 and 100 000 function evaluations considering a population size of 500. Results show the better performance of ABC over PSO in terms of solution as well as in terms of function evaluations

Tables 4 and 5 show the success rate for both the examples. Here success is calculated if the results are within the tolerance of 1% of its global optima. It is observed that here also ABC_2 has better success rate with less population size and number of generations. With the increase in population size and number of generations success rate increases for all the variants. There is tremendous difference in the success rates of ABC_2 and ABC_1. It is clear from the above discussion than ABC_2 is a promising variant of ABC which serves all the requirement of a design engineer such as success rate and convergence of the solutions.

Example 1 has already been solved by many researchers and results from all the researchers are given in Table 6. It can be seen from the Table 5 that the best feasible solution found by ABC is better with respect to value of objective function than the best solutions found by other researchers using different optimization techniques. Results obtained by ABC are feasible because all the constraints are having negative values and thus satisfied.

More top ten solutions for both the examples are given in Tables 7 and 8 obtained by using ABC to help other researchers to check other optimization algorithms.

4 Conclusions

In the present work, cost optimization of welded structures has been presented. For orthogonally stiffened cylindrical shells cost function consist of material cost, manufacturing cost and painting cost. Shell buckling, stringer buckling, panel ring buckling and manufacturing limitations are considered as constraints. Classical ABC is modifies and it is applied on many constrained and unconstrained optimization benchmark problems and also to the optimization of welded structures. It is shown that ABC is capable of solving complicated cost optimization problems for welded structures. In terms of quality of solution, the results have shown that modified ABC has produced better results than classical ABC. It is also shown that ABC has given better results than other optimization techniques.
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