Localization of Radiating Sources by an Acoustical Array
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Abstract – Arrays of sensors are used in many fields to detect signals, to resolve closely spaced targets, to estimate the bearing, the position, and other properties of radiating sources whose signals arrive from different positions. The purpose of the work described in the paper is to provide estimators which are used to localize acoustical sources by an acoustical array of sensors. These estimators are based on acoustic processing algorithms: the conventional beamforming, the minimum variance and the constrained Capon algorithm. It is shown that these adaptive algorithms can detect radiating acoustical sources which are not detectable by classical weighted arrays of sensors.
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1 Introduction

Arrays of receivers are used in many fields: in radio, radar, sonar, seismic exploration, chemical detection, ultrasonic diagnosis, and so forth, to detect weak signals, to resolve closely spaced targets and to estimate the bearing and other properties of a signal source. The receiving sensors may be any transducers that convert the receiving energy to electrical signals. The type of sensors used to detect these signals differ accordingly: microphones for the acoustic signals, electromagnetic antennas for radio waves, accelerometers/seismometers for the detection of earthquakes, ultrasonic probes and X-ray detectors in medical imaging, containers with membranes or biosensors for gas detection and so forth. In all these highly diverse applications of array signal processing, the sensors are designed with one basic objective in mind: to provide an interface between the environment in which the array is embedded and the signal processing part of the system and the physical manner in which this interface is established depends on the application of interest. In these applications, the goal is to determine the distribution of the emitted energy in the medium (air, water, rock, etc) that surrounds the array. For example, in industrial environments to localize complex noise fields, in underwater surveillance with sonar systems, in communications to separate speakers, in seismology for the monitoring and analysis of global earthquakes, in all these cases signals received by sensor arrays are processed to obtain estimates of their strength and direction of arrival. In this communication we are concerned in industrial noise localization which has significant effects on labor’s health and community living quality. It is highly desired to develop methods that are capable of locating noise sources in an accurate and systematic manner before any noise control measure can be applied. Conventional ways of noise source identifications include, for example, sound pressure measurement, sound intensity measurement and acoustic holography. These methods suffer from the drawbacks of being either inaccurate or being restrictive in only small areas or short distances when applied to complex noise fields in industrial environment. An alternative is the use of an array of sensors whose outputs are processed. The performances of these methods in the localization of closely spaced sources are presented. The approach taken here is to assume that the signal field at the array is comprised of K independent plane wave arrivals from unknown directions and the problem reduces to estimating the K directions in a background noise environment. One main of the work described in the paper is to provide estimators which are simple to implement on line. These estimators are based on acoustic processing algorithms: the conventional beamforming estimator, the Minimum Variance (MV) estimator and the robust Capon estimator.

2 Beamforming

2.1 Conventional beamformer

The principles of conventional beamforming were established many decades ago. Consider a linear array as shown in Fig.1. A plane wavefront arriving from a direction normal to the array (broadside array) arrives at all the receivers in phase, and so if summed the signal outputs from the receivers will add in phase and reinforce one another; signals from
other directions will not be in phase, and so will not be reinforced. If it is desired to receive narrowband signals from some other direction than broadside, we simple shift the phases of the receiver outputs by appropriate amounts to bring all the receiver outputs into phase before summing. More generally, if the signals are broadband, we time delay the receiver outputs appropriately before summation. This process is called beamsteering. It can readily be seen that the same principles can be extended to arrays of arbitrary geometry in two or three dimensions: we simple insert the appropriate time delays.

![Source direction](image)

**Fig. 1.** A linear array of N elements

We consider a linear array of N equally spaced elements, located along the horizontal axis, with an element spacing of d. The beamformer output usually called the space or array factor is given by [1]:

$$ y = \sum_{i=1}^{N} a_i v (k, \theta, \phi) = \sum_{i=1}^{N} a_i \exp \left[ j (i-1)kd (\cos \theta - \cos \phi) \right] $$

where $a_i$ are weighting coefficients used to control the shape of the directivity diagram, $\theta_0$ determines the direction of the maximum output (the direction of main beam) and k the wavenumber of interest. Note u and v the columns vectors whose entries are $\{a_i\}$ and $\{v_i\}$. Equation (1) may be written as:

$$ y = a^T v = v^T a $$

where $T$ is the transpose vector.

In the case of a uniform weighting array we have $a_i = \frac{1}{N}$, $i=1, 2, \ldots, N$ and it can be shown, that in order to avoid grating lobes, the condition for a scanned beam becomes:

$$ d \lambda \approx \frac{1}{1 + |\cos(\theta_0)|} $$

If we plot the average power output as a function of signal direction, we obtain the polar diagram or polar response. By convention, the polar response is normalized so its response in the beamsteered direction $\theta_0$ is unity. The beamwidth, that is the width of the main lobe, often defined as the angle between the points at which the power response falls by half, indicates the ability to resolve closely-spaced signal sources; the level of the sidelobes is a measure of susceptibility to interference by unwanted signals in directions away from the main beam. The directivity pattern, also known as the polar diagram, is obtained by taking the normalized magnitude of $y$ as a function of the polar angle $\theta$ for a given frequency. For a uniform weighting array we have the normalized magnitude:

$$ D = \frac{\sin (N \Psi / 2)}{N \sin (\Psi / 2)} $$

where $\Psi = kd (\cos \theta - \cos \phi)$. For broadside arrays, where the beam maximum occurs in the direction perpendicular to the array axis, we have $\theta_0 = \pi/2$. For end-fire arrays, the condition for a scanned beam becomes:

$$ \frac{d}{\lambda} \approx 0.4 $$

We have two beam maximums. In the case of end-fire array we have only a beam maximum.

**Fig. 2.** Directivity diagrams for broadside array (a) and end fire array (b)

It is instructive to examine the behaviour of the directivity diagram. In particular, it can be manipulated to yield information about locations of major maxima or beams, locations of nulls, angular widths of major maxima or beamwidths and locations of minor maxima or sidelobes.

### 2.2 Dolph-Tchebychev and binomial beamformer

Shading is a well-known technique used to modify the polar diagram of an array and low sidelobes are usually desirable to reduce the effect of interfering signals. Dolph [1] addressed that problem by noting the behaviour of the Tchebychev polynomials and devising suitable transformations of variables to link the behaviour of the polynomials to array side lobe levels. With the Dolph-Tchebychev shading the sidelobes all have the same peak level. For an even number of sensors the beamformer output is:

$$ y = 2 \sum_{i=1}^{N/2} a_i \cos[(2i-1)\Psi / 2] $$

We consider $t = \cos(\Psi / 2)$ and use the Moivre formula to write each $\cos(p \Psi / 2)$ function as a polynomial of degree p, called Tchebychev polynomial and noted $T_p(t)$. With this Tchebychev polynomial equation (5) becomes

$$ y = 2 \sum_{i=1}^{N/2} a_i T_{2i-1}(t) = T_{N/2}(t Z_0) $$

where $Z_0$ is associated to the sidelobes level. By identification we obtain the weighting coefficients $a_i$. Figure 3(a) shows the end-fire polar diagram of the Dolph-Tchebychev shading with six elements, $d/\lambda = 0.4$ and a constant sidelobe level of 20 dB. The sidelobes all have the same peak level.
which has been selected to be much lower than the levels for the conventional beamformer.

In order to suppress the sidelobes we use weighting coefficients $c_{N-1}$ and we obtain for an even number of elements the beamformer output is:

$$y = \sum_{i=0}^{N/2} c_i^{N/2 - i} \cos((2i - 1) \Psi / 2) = 2^{N/2} \cos^{N/2 - i} (\Psi / 2) \quad (7)$$

The fundamental property of the binomial weighting concerns the absence of sidelobes in the polar diagram; this is because the directivity function has a general form in $\cos^{N/2}(\Psi / 2)$ and this function does not oscillate between 0 and $\pi/2$. Figure 2(b) shows the directivity end-fire pattern of the binomial shading with six elements and $d/\lambda = 0.4$. The sidelobes are absent but the angular width of the main lobe has increased.

\[D(f) = \left(\frac{\int_{\Omega} |y(f, \Omega)|^2 d\Omega}{\int_{\Omega} |y(f, \Omega)|^2 d\Omega}\right)^{1/2} = \frac{a^T V(f, \Omega) a}{\int_{\Omega} |y(f, \Omega)|^2 d\Omega} \quad (9)\]

where $|y(f, \Omega)|^2 = a^T V(f, \Omega) a$ is the power out of the beamformer steered in direction implied by $\Omega$, or in the direction of the main beam, and $\frac{1}{4\pi} \int_{\Omega} |y(f, \Omega)|^2 d\Omega = a^T W a$ the average output power.

In these expressions we have: $V(f, \Omega) = v^*(f, \Omega) v(f, \Omega)$ and $W_{ij} = \frac{1}{4\pi} \int_{\Omega} v_i^*(f, \Omega) v_j(f, \Omega) d\Omega$. The denominator of (9) is the output power when the acoustical array is in a far field of plane waves arriving from all directions and having the same level. This is also the definition of the omnidirectional noise.

It is sometimes desirable to use a given array at low frequencies. Conventional beamforming then yields a broad beam. However, by appropriate choice of the weight vector $a$, it is possible to generate narrow beamwidths and the array is called superdirective. But there is a penalty: as the frequency is reduced, the magnitude of the weight required becomes large, making the practical implementation of the superdirectivity difficult. Schelkunoff [2] showed that every linear array with commensurable separations between the elements can be represented by a polynomial and every polynomial can be interpreted as a linear array. The analytical representation of an output array is accomplished with the aid of the following transformation: $z = \exp(j\Psi)$ and we obtain:

$$y = \sum_{i=0}^{N/2} a_i z^{i} \quad (8)$$

This polynomial can be written in terms of its $(n-1)$ roots $(z_1, z_2, ..., z_{n-1})$ and Schelkunoff has shown that if these roots are regularly spaced between 0 and $-k d (1 + \cos \theta)$, the visible range of $z$, we have a superdirective array. Figure 4(a) shows the end-fire directivity pattern with a Schelkunoff distribution, six elements and $d/\lambda = 0.4$. The beamwidth, or angular space between the half-power points on each side of the main lobe, is narrower than that of a uniform, Dolph-Tchebychev or binomial weighted end-fire array.

We address now the problem of selecting a set of weights which maximize the directivity index of a passive acoustical array. The directivity index is defined as:

\[D(f) = \left(\frac{\int_{\Omega} |y(f, \Omega)|^2 d\Omega}{\int_{\Omega} |y(f, \Omega)|^2 d\Omega}\right)^{1/2} = \frac{a^T V(f, \Omega) a}{\int_{\Omega} |y(f, \Omega)|^2 d\Omega} \quad (9)\]

In fact, the directivity index represents also the output signal-to-noise ratio which may be defined as the ratio of the power received per unit solid angle in the direction of the signal to the average noise power received per unit solid angle. The purpose is to determine an optimum set of weights $\{a_i\}$ in amplitude and phase to yield the maximum directivity index with respect to a prespecified number of elements, spacing and frequency. The index directivity is expressed as the ratio of two quadratic forms and it is shown [3] that maximisation of (9) is obtained when: $a = W^T v$ and the directivity index is: $D_{\text{Max}}(f) = v^T W^T v$. Figure 4(b) shows the pattern of the six-element end-fire array with $d/\lambda = 0.4$ yielding maximum directivity index.

A comparison of different weighting techniques developed in the communication are presented in Table 1 for a linear end-fire array of six elements and a value of $d/\lambda = 0.4$. [Figures and table]
Table 1. Comparison of weighting methods

<table>
<thead>
<tr>
<th>weighting</th>
<th>Uniform</th>
<th>Dolph</th>
<th>Binomial</th>
<th>Schelk</th>
<th>optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>beamwidth</td>
<td>84°</td>
<td>90°</td>
<td>126°</td>
<td>78°</td>
<td>58°</td>
</tr>
<tr>
<td>sidelobes</td>
<td>Important</td>
<td>low</td>
<td>absent</td>
<td>low</td>
<td>low</td>
</tr>
</tbody>
</table>

However, these weighted arrays have a fundamental resolution problem in the localization of different sources. Figure 5 shows the performances of the optimal end-fire array in the localisation of two sources at 10° and 19° relative to the antenna axis. An important beamwidth and important sidelobes are clearly present in this spectra and it is impossible to obtain the direction of arrival of these two sources.

![Fig. 5. Direction of arrival of two sources using the optimal beamforming](image)

3 Adaptive array

3.1 Spatial correlation matrix

The receiving array has N omnidirectional sensors and is immersed in an acoustic noise field which consists of K independent discrete sources. Because of the geometric positions of the sensors, the total signal power incident on each sensor is the same, but the phase information is different on each receiver.

![Fig.6. The setup of the source location problem](image)

The purpose of any estimator is to use the phase information in some way to infer which signals reached the receiving array and the goal of sensor array source localization is to find the locations of sources of wavefields that impinge on the acoustical array. The available information is the geometry of the array, the parameters of the medium where wavefields propagate and the time measurements or outputs of the sensors. For purposes of exposition, we first focus on the narrowband scenario. For a set of K sources, the signals observed at the outputs of the N sensors array are represented by the N-dimensional vector [4-6]

\[ x(t) = \sum_{i=1}^{K} b(\theta_i) s_i(t) + n(t) \]  

where \( s_i(t) \) is the complex amplitude of the \( i \)th source. It is a zero-mean complex random variable: \( E[s_i(t)] = 0 \). The signal power \( p_i \) of the \( i \)th source which we wish to localize is represented by its variance \( p_i = \text{Var}[s_i(t)] = E[s_i(t)s_i(t)^*] \). Here \( E[\cdot] \) denotes an ensemble average and the superscript* represents the complex conjugate. The direction of arrival of the \( i \)th signal is represented by the N-dimensional vector

\[ b(\theta_i) = [b(\theta_1), b(\theta_2), ..., b(\theta_K)]^T \],

often called the array manifold vector or the steering vector or the directional mode vector and \( n(t) \) is the additive noise. The noise is assumed to be spatially white (independent or uncorrelated from sensor to sensor) and the same power level of noise is present in each receiver. With these assumptions, the cross-spectral matrix for the noise alone is \( R_N = E[n(t)n(t)^H] = p_N I \) where \( p_N \) is the noise power, \( I \) is the (N×N) identity matrix and the superscript \( H \) denotes the complex-conjugate transpose operation. Equation (10) may be rewritten in the matrix form

\[ x(t) = B s(t) + n(t) \quad t \in \{1, 2, ..., N\} \]  

The (N×K) matrix \( B \) where each column is a source direction vector, is the so-called array manifold matrix. For any single plane wave arrival, the outputs from the N individual receivers will differ in phase by an amount determined by the geometry of the array and the arrival direction. In other words, the elements \( B_{qr} \) of the matrix \( B \) are functions of the signal arrival angles and the array elements locations. Thus, one has \( B_{qr} = \exp(j \phi_{qr}) \) where \( \phi_{qr} \) is the phase of the signal at the \( q \)th receiver from the \( r \)th source, measured relative to some arbitrary reference point. That is, \( B_{qr} \) depends on the \( q \)th array element, its position relative to the origin of the coordinate system, and its response to a signal incident from the direction of the \( r \)th source. \( s(t) \) is the K-dimensional vector, the components of which are the complex amplitudes of the sources. It can readily be seen that the output signal from the \( q \)th sensor may be written as:

\[ x_q(t) = \sum_{r=1}^{K} B_{qr} b(\theta_r) s_r(t) + n_q(t) \]  

Since the K arrivals are by assumption independent, the correlation matrix between the different signal sources is

\[ R_s = E[s(t)s(t)^H] = \text{diag}(p_1, p_2, ..., p_K) \]  

and at the operating frequency, the spatial correlation matrix (or covariance matrix) of the receiver outputs may be expressed, for signals uncorrelated of each other and of noise, as

\[ R = E[x(t)x(t)^H] = BR_s B^T + R_N \]  

In practice, the spatial correlation matrix is estimated by a finite number of time domain samples (snapshots) and the following estimated form is used:
where \( x(t) \) is the array signal vector sampled at time \( t \) and \( M \) is the number of such samples. The caret \(^\wedge\) denotes an estimated value.

We can now derive estimators for source localization using an acoustical array.

### 3.2 The minimum variance estimator

The minimum variance (MV) estimator was originally proposed by Capon who conducted a frequency wavenumber analysis on earthquake data analysis. The conventional beamformer can be considered as a kind of linear spatial filter with data-independent coefficients. In contrast, the minimum variance method (or Capon’s method) can be considered as a kind of data-dependent spatial filter, in which the coefficients are chosen such that the filter has constant gain at a particular direction while its output power is minimized.

The underlying principle of the method amounts to finding the optimum steering vector \( \mathbf{w} \) such that the array output power is minimized while maintaining the gain along the look direction to be constant, say unity [4]. That is,

\[
\min \quad \mathbf{w}^H \mathbf{R} \mathbf{w}
\]

subject \( \mathbf{w}^H \mathbf{b}(\theta) = 1 \)

Minimizing the resulting beam energy reduces the contributions to this energy from sources and noise not propagating in the direction of look. The solution of this constrained optimization problem occurs often in the derivation of adaptive array processing algorithms. The solution technique is to use a Lagrange multiplier \( \lambda \) and a cost function

\[
\mathcal{H}(\mathbf{w}) = \mathbf{w}^H \mathbf{R} \mathbf{w} + 2 \lambda (\mathbf{w}^H \mathbf{b}(\theta) - 1)
\]

The gradient with respect to \( \mathbf{w} \) is

\[
\text{grad} \mathcal{H}(\mathbf{w}) = 2 \mathbf{R} \mathbf{w} + 2 \lambda \mathbf{b}(\theta)
\]

and the minimum of the cost function is obtained when

\[
\mathbf{w}_{\text{opt}} = -\frac{\lambda}{\lambda^2 + \mathbf{b}(\theta)^H \mathbf{b}(\theta)} \mathbf{R} \mathbf{b}(\theta)
\]

But \( \mathbf{w}_{\text{opt}} \) must satisfy the constraint, one then has

\[
\lambda = \mathbf{b}(\theta)^H \mathbf{R}^{-1} \mathbf{b}(\theta)
\]

\[
\mathbf{w}_{\text{opt}} = \mathbf{R}^{-1} \mathbf{b}(\theta) \mathbf{b}(\theta)^H \mathbf{R}^{-1} \mathbf{b}(\theta)
\]

and the corresponding array output power is

\[
\mathcal{P}_{\text{MV}}(\theta) = \mathbb{E}[|y(t)|^2] = (\mathbf{b}(\theta)^H \mathbf{R}^{-1} \mathbf{b}(\theta))^2
\]

The goal of the minimum variance estimator is that the contributions of the signals from directions other than \( \theta \) to the array output are minimized while the signal at direction \( \theta \) passes through without any distortion. Equation (23) is also known as the angular power spectrum of the minimum variance estimator and the signal directions are found by the locations of the spectrum peaks. The peaks level of the spectrum give a good estimate of the true targets power and the spectrum also has uniformly low sidelobes. Simulations have shown that this estimator gives satisfactory resolution if the number of snapshots is high. The algorithm does not require any knowledge of the number of sources present and can also be used with irregular arrays. It is expected that this estimator performs better than the classical beamforming and has super-resolution provided that the SNR is moderately high, the sources are not strongly correlated and the number of snapshots is sufficient.

The common advantage of this estimator is that it does not assume anything about the statistical properties of the data and, therefore, it can be used in situations where we lack information about these properties. Figure 7 shows the power spectral density of the adaptive array with six sensors and \( d/\lambda = 0.4 \). Two sources at 0° and 20° relative to the antenna axis are present are localized with this estimator.

![Fig. 7. Direction of arrival of two sources using the adaptive estimator](image)

The resolution of the antenna array can be improved using a robust adaptive array.

### 3.3 The robust minimum variance estimator

The minimum variance estimator adaptively selects the weight vector to minimize the array output power subject to the linear constraint that the signal of interest does not suffer from any distortion. This beamformer has a better resolution and much better interference rejection capability than the standard beamformer, provided that the array steering vector corresponding to the signal of interest is accurately known. However, the knowledge of the signal of interest steering vector can be imprecise, which is often the case in practice due to the differences between the assumed signal arrival angle and the true arrival angle. Whenever this happens, the minimum variance estimator can give poor results. A robust minimum variance estimator is then proposed based on a diagonal loading [7] where a scaled identity matrix is added to the covariance matrix given in (14). The main idea of diagonal loading is to replace the covariance matrix \( \mathbf{R} \) by the matrix \( \mathbf{R} + r \mathbf{I} \) where the diagonal-loading factor \( r \) is a user-selected parameter. The weight vector so obtained is given by:

\[
\mathbf{w} = (\mathbf{R} + r \mathbf{I})^{-1} \mathbf{b}(\theta) \mathbf{b}(\theta)^H (\mathbf{R} + r \mathbf{I})^{-1} \mathbf{b}(\theta)^H
\]

The robust minimum variance power estimate of array output is then:

\[
\mathcal{P}_{\text{RMV}} = |\mathbf{b}(\theta)^H (\mathbf{R} + r \mathbf{I})^{-1} \mathbf{b}(\theta)|^2
\]

Figure 8 shows the power spectral density of the robust adaptive array with six sensors and \( d/\lambda = 0.4 \). Two sources at 0° and 20° relative to the antenna axis are present and are localized with this estimator which has a better resolution than the minimum variance estimator.
Fig. 8. Direction of arrival of two sources using the robust adaptive estimator

4 Conclusion

Beamforming techniques are useful for focusing sound waves but are not adapted for the localization of multiple sources. Two methods using adaptive arrays have been proposed and are based on the minimum variance and the robust minimum variance estimation. These algorithms have been tested by computer simulation studies and they perform satisfactory. In the future the resolution capability of these algorithms and their limitations in a broadband environment will be studied.
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