Hybrid Evolutionary Optimization Algorithm MPSO-SA
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Abstract - This paper proposes a new method for a modified particle swarm optimization algorithm (MPSO) combined with a simulated annealing algorithm (SA). MPSO is known as an efficient approach with a high performance of solving optimization problems in many research fields. It is a population intelligence algorithm inspired by social behavior simulations of bird flocking. Considerable research work on classical method PSO (Particle Swarm Optimization) has been done to improve the performance of this method. Therefore, the proposed hybrid optimization algorithms MPSO-SA use the combination of MPSO and simulated annealing SA. This method has the advantage to provide best results comparing with all heuristics methods PSO and SA. In this matter, a benchmark of eighteen well-known functions is given. These functions present different situations of finding the global minimum with gradual difficulties. Numerical results presented, in this paper, show the robustness of the MPSO-SA algorithm. Numerical comparisons with these three algorithms: Simulated Annealing, Modified Particle swarm optimization and MPSO-SA prove that the hybrid algorithm offers best results.
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1 Introduction

The Particle Swarm Optimization (PSO), developed by Kennedy and Eberharts in 1995 [22], is an approximation algorithm method proposed for the optimization problem of finding the global minimum. Since then, it has been improved by many searchers. The principal of this algorithm is based on the movement of birds searching for a food in a flock; this animal behavior is simulated to the optimization research.

This method generates a group of particles, each one search for the minimum of the fitness by their own knowledge and movement, and is influenced by the search of his neighbor. If a particle finds a good site, all the others can become aware of it more or less directly, in order to take advantage of it.

Bochenek Fory have improved particle swarm optimizer in 2006 [19] by adding a new term in the velocity equation. It represents the distance between the particle position and the position of the particle neighbors' leader, the best particle among its neighbors. The complementary information provided influences swarm member behavior and, in many cases, their algorithm can improve swarm performance.

A simulated annealing algorithm SA is based on the idea in physics of annealing a solid to the state with a minimum energy. This algorithm an initial solution is generated which is repeatedly improved by making a few alterations. This process had been already done in a constant temperature using the probability test for accepting a candidate solution which depends on the individual estimated objective function value. The algorithm is shown to converge almost surely to an optimal solution.

The modified particle swarm optimization algorithm (MPSO)-simulated annealing algorithm SA (MPSO-SA) used modified PSO as an evolutionary searching mechanism to effectively perform exploration for promising solutions within the entire region, and used SA to perform exploitation for solution improvement. Several combinations have been tested to avoid selecting an appropriate model.

Majid Bahrepour has presented, in 2009 [8], a new method called SUPER-SAPSO algorithm which fuses SA with standard PSO. The idea of this method is that the new position during the movement of the particle in the swarm is multiplied by the temperature factor and the SUPER-SAPSO assigns the temperatures locally to each particle of the swarm. The temperature is a function of error, they assign a hot temperature to particles with poorer fitness.

Behnamian and Ghomi have published, in 2010 [1], a hybrid method where SA-based local search is applied to the best solution given during the PSO search process. At high temperature, the algorithm performs exploration with certain jumping probability while at low temperature, the algorithm stresses the exploitation from the best solution.
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2 SA Algorithm

SA is a classical optimization technique that has been successfully used for solving a wide range of optimization problems. In the SA algorithm, like most of its family (Meta heuristics that are based on gradual local improvement), we started with a randomly chosen none optimal configuration and moved iteratively to another solution in the neighborhood to improve the configuration. A brief description of this algorithm is given in this section in order to show the combination with the PSO in later sections. In the first stage, the algorithm started from an initial solution S which is generated randomly, thereafter we generated a new solution S’ in the neighborhood to improve the configuration. The new solution accepted with certain probability P.

The probability \( P < \exp(\frac{\Delta E}{T}) \)

where \( \Delta E \) is the variation of the energy, which can also be the variation of the fitness in optimization method. \( \Delta E = F(S') - F(S) \), \( T \) is the temperature and it is considered in this study as the control parameter. This probability principle is used to select the uphill moves that may help the optimization procedure escape from local minima. In this algorithm we started from high temperature value to a lower one gradually in order to find precisely the global optimum.

3 MPSO Algorithm

In Particle Swarm Algorithm, each particle \( i \) is treated as a point in a space with dimension \( D \), a position \( X_i \), a velocity \( V_i \) and personal best position \( X_{besti} \). The personal best position associated with a particle \( i \) is the best position that the particle has visited. The best position of all particles in the swarm is represented by the vector \( X_{gbest} \).

\[ X_i = (x_{i1}, x_{i2}, ..., x_{id}) \] The position of the particle.

\[ V_i = (v_{i1}, v_{i2}, ..., v_{id}) \] The velocity of the particle.

\[ X_{besti} = (p_{i1}, p_{i2}, ..., p_{id}) \] The best personnel position.

\[ X_{gbest} = (p_{g1}, p_{g2}, ..., p_{gd}) \] The best global position.

\[ V_{id}(t + 1) = \chi(V_{id}(t) + \rho_1[X_{besti}(t) - X_i(t)]) + \rho_2[X_{gbest}(t) - X_i(t)] \] \hspace{1cm} (1)

\[ X_{id}(t + 1) = X_{id}(t) + V_{id}(t + 1) \] \hspace{1cm} (2)

\( \rho_1 = c_1 r_1 \) and \( \rho_2 = c_2 r_2 \) \( c_1 \) and \( c_2 \) : positive acceleration components called social parameter.

\( \chi \) : constriction coefficient.

\( r_1 \) and \( r_2 \) : Independent random number in the range \([0, 1]\)

We modified the velocity function by using a new term \( X_{Nbest} \) in the equation 1, which was introduced by Bochenek and Fory [19] defined as:

\[ X_{Nbest} = (p_{n1}, p_{n2}, ..., p_{nd}) \] The best position of the neighborhood.
The equation 1 becomes:
\[ V_{id}(t + 1) = \chi(V_{id}(t) + \rho_1[X_{besti}(t) - X_i(t)] + \rho_2[X_{gbesti}(t) - X_i(t)] + \rho_3[X_{Nbesti}(t) - X_i(t)]) \] (3)
\[ \rho_3 = r_3 \rho_3 \]
c_3 : positive acceleration components called social parameter.
\[ r_3 \in [0, 1] \]

The initialization of the swarm and velocities is usually performed randomly in the search space, following a uniform distribution. The best positions are initially set equal to the initial swarm. After the first time increment, they will be moved by the velocity \( V_i \) in Equation (3). Then the algorithm searches for optima by updating generations. The acceleration constants \( c_1, c_2 \) and \( c_3 \) in Equation (3) represent the weighting of the stochastic acceleration terms that pull each particle towards \( X \) in Equation (3) represent the weighting of the stochastic parameter.

The initialization of the swarm attractor and the random \( X \) represent the confidence that the particle has in itself, \( c_2 \) represents the confidence that the particle has in the swarm, and \( c_3 \) represents the confidence that the particle has in his neighbor. In most cases, the acceleration parameters \( c_1, c_2 \) and \( c_3 \) are affected to 1, however, if we want to eliminate the particle’s own experience we take \( c_1 = 0; c_2 = 1 \) and \( c_3 = 1 \) or eliminate the influence of the best of the swarm we take \( c_1 = 1; c_2 = 0 \) and \( c_3 = 0 \) or we eliminate the influence of the best of the neighbor we take \( c_1 = 1; c_2 = 1 \) and \( c_3 = 0 \).

Depending on the problems to resolve we can make the appropriate choices for these parameters to modify the velocity and to promote convergence.

The search procedure of a population-based algorithm such as PSO consists on the concept of neighborhood, the information regarding the best position of each neighborhood is gradually communicated to the rest of the particles through their neighbors in the ring topology, we have a neighborhoods that consist of particles belong to different partitions. In this case, particles with different behaviors can interact by sharing information through their neighborhoods. All particles in a neighbor share the same behaviors can interact by sharing information through their neighborhoods. All particles in a neighbor share the same value of \( X_{Nbest} \) and each neighbor has a different value of \( X_{Nbest} \). It is important to respect the number of particles that comprise the neighborhoods, therefore, in our experiments the swarm was divided into 7 partitions. In general there is no formal procedure to determine the optimal number or the size of the neighbor but case by case depending on the problems to resolve.

Pseudocode of Modified Particle Swarm Optimization.

Initialization (Randomly)
\[ X_i \leftarrow \text{Generate the initial particles of the swarm} \]
\[ V_i \leftarrow \text{Generate the initial velocity of the particles} \]
\[ X_{besti} \leftarrow X_i \text{ Set the best positions of the particle} \]
\[ X_{gbesti} \leftarrow X_i \text{ Set the best positions of the swarm} \]
\[ X_{Nbesti} \leftarrow X_i \text{ Set the best positions of the neighbor} \]

Repeat
\[ .For i = 1 : N \text{(All particles in the Swarm)} \]
\[ . \text{Fitness}_i(t) \leftarrow \text{EvaluateFitness}(X_i) \]
\[ . \text{if Fitness}_i(t) < \text{Fitness}_{X_{gbesti}}(t) \]
\[ . \text{X}_{gbesti} \leftarrow X_i \text{ particle attractor} \]
\[ . \text{end} \]
\[ . \text{For i = 1 : M} \text{(M number of neighbors in the swarm)} \]
\[ . \text{X}_{Nbesti} \leftarrow \text{defining the best position neighbor} \]
\[ . \text{end for} \]
\[ . \text{if Fitness}_i(t) < \text{Fitness}_{X_{gbesti}}(t) \]
\[ . \text{X}_{gbesti} \leftarrow X_i \text{ swarm attractor} \]
\[ . \text{end} \]
\[ . \text{Update velocity} V_{id}(t + 1) \text{ in equation 3} \]
\[ . \text{Update position} X_{id}(t + 1) \text{ in equation 2} \]
\[ . \text{if} \ X_{id}(t + 1) < X_{min} \text{ OR} \ X_{id}(t + 1) > X_{max} \]
\[ . \ X_{id}(t + 1) \leftarrow X_{random} \ X_{random} \subseteq [X_{min}, X_{max}] \]
\[ . \text{end} \]
\[ . \text{End For} \]
\[ \text{Until Stop criterion} \]

4 Proposed MPSO-SA Algorithm

In this study, a new hybrid evolutionary algorithm is proposed which incorporate the SA algorithm into a MPSO. Firstly, we have modified PSO by using three terms in the velocity equation and then we combined it with the SA algorithm to increase the diversity of the population and to improve the convergence. In the proposed algorithm called MPSO-SA, SA is used as a local search around the two best positions, the first one is the best particle in the neighborhood \( X_{Nbest} \) and the second one is the best position in the swarm \( X_{gbesti} \).

The simulation of the proposed hybrid algorithm begins with an initial population and initial temperature. The particles then randomly search according to evolutionary equations of MPSO algorithm to generate a new population, which is compared and improved by SA algorithm. Then the results obtained become the individuals of the next generation. The simulation is repeated until the terminal criterion is met, which is reached when there is no improvement of the solution.

The simulated annealing is adapted to be used in the hybridization: the number of iteration in SA is reduced to improve the performance. Also the temperature parameter \( T \) is decreased within the MPSO algorithm, in each iteration a new value of the temperature and the best positions are given to SA, which start his search around them. The mechanism starts with a high value of the temperature, so we accept a given value of the best positions, after that and during the process the temperature decreases and the search are directed towards those positions that have shown a relative advantage over others, and in the same time to guide the swarm with the probability to further increase and cover the search space.

The general procedure for the MPSO-SA algorithm can be summarized as follows:
Pseudocode of MPSO-SA.

**Initialization (Randomly)**
- \( X_i \leftarrow \) Generate the initial particles of the swarm
- \( V_i \leftarrow \) Generate the initial velocity of the particles
- \( X_{besti} \leftarrow X_i \) Set the best position of the particle
- \( X_{gbest} \leftarrow X_i \) Set the best position of the swarm
- \( X_{Nbest} \leftarrow X_i \) Set the best position of the neighbor

Initialisation of T (temperature)

**Repeat**
- For \( i = 1 : N \)
  - \( \text{Fitness}_i(t) \leftarrow \text{EvaluateFitness}(X_i) \)
  - if \( \text{Fitness}_i(t) < \text{Fitness}(X_{besti})(t) \)
    - \( X_{besti} \leftarrow X_i \) particle attractor
    - end
  - if \( \text{Fitness}_i(t) < \text{Fitness}(X_{gbest})(t) \)
    - \( X_{gbest} \leftarrow X_i \) swarm attractor
    - end
- Start SA
  - For \( i = 1 : M \) (M number of neighbors in the swarm)
    - \( X_{Nbest} \rightarrow \text{SA algorithm} \)
    - \( X_{Nbest} \leftarrow \text{modify the best positions of the neighbor} \)
    - end for
- End SA
- Update velocity \( V_{id}(t+1) \) in equation 3
- Update position \( X_{id}(t+1) \) in equation 2
  - \( \text{if } X_{id}(t+1) < X_{\text{min}} \text{ OR } X_{id}(t+1) > X_{\text{max}} \)
    - \( X_{id}(t+1) \leftarrow X_{\text{random}} \) \( X_{\text{random}} \subseteq [X_{\text{min}}, X_{\text{max}}] \)
    - end
- Update the temperature value
- end
**Until** Stop criterion

5 **Main results of Benchmark.**

To illustrate the performance of the proposed MPSO-SA, we compare it with MPSO and standard SA, some investigation on benchmark functions are reported in the following tables. These functions are standard benchmark with different sizes and are all minimization problems. In order to give right indications of relative performance for each method, 100 runs were performed in this experimental setting. The results are summarized in the following with the average values.

<table>
<thead>
<tr>
<th>FTest</th>
<th>Dim</th>
<th>SR</th>
<th>SD</th>
<th>Time(s)</th>
<th>EvalF</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH3</td>
<td>3</td>
<td>100</td>
<td>3.58e-012</td>
<td>3.6</td>
<td>229284.02</td>
</tr>
<tr>
<td>SH4</td>
<td>4</td>
<td>100</td>
<td>1.05e-011</td>
<td>4.6</td>
<td>269959.4</td>
</tr>
<tr>
<td>GR</td>
<td>50</td>
<td>40</td>
<td>0.446</td>
<td>20</td>
<td>582084.6</td>
</tr>
<tr>
<td>RO</td>
<td>10</td>
<td>62</td>
<td>1.64</td>
<td>7.1</td>
<td>476140</td>
</tr>
<tr>
<td>HAN</td>
<td>2</td>
<td>100</td>
<td>1.27e-014</td>
<td>3.1</td>
<td>241828.2</td>
</tr>
<tr>
<td>SK5</td>
<td>4</td>
<td>50</td>
<td>3.13</td>
<td>7.7</td>
<td>188575.6</td>
</tr>
<tr>
<td>SK7</td>
<td>4</td>
<td>70</td>
<td>3.2</td>
<td>8.9</td>
<td>170397.6</td>
</tr>
<tr>
<td>SK10</td>
<td>4</td>
<td>70</td>
<td>3.48</td>
<td>10</td>
<td>139824.58</td>
</tr>
<tr>
<td>HA3</td>
<td>3</td>
<td>100</td>
<td>6.49e-015</td>
<td>4.6</td>
<td>248340.8</td>
</tr>
<tr>
<td>HA6</td>
<td>6</td>
<td>51</td>
<td>0.0598</td>
<td>5.5</td>
<td>239534.8</td>
</tr>
<tr>
<td>DE</td>
<td>3</td>
<td>100</td>
<td>0</td>
<td>5.4</td>
<td>476140</td>
</tr>
<tr>
<td>CA</td>
<td>2</td>
<td>100</td>
<td>9.93e-017</td>
<td>2</td>
<td>156030</td>
</tr>
<tr>
<td>GP</td>
<td>2</td>
<td>100</td>
<td>5.58e-015</td>
<td>2.6</td>
<td>203344.4</td>
</tr>
<tr>
<td>CM</td>
<td>4</td>
<td>100</td>
<td>9.02e-015</td>
<td>3.1</td>
<td>246113</td>
</tr>
<tr>
<td>BR</td>
<td>2</td>
<td>100</td>
<td>0</td>
<td>1.2</td>
<td>99409.8</td>
</tr>
<tr>
<td>BO1</td>
<td>2</td>
<td>100</td>
<td>0</td>
<td>0.71</td>
<td>61088</td>
</tr>
<tr>
<td>BO2</td>
<td>2</td>
<td>100</td>
<td>0</td>
<td>0.72</td>
<td>63182.4</td>
</tr>
<tr>
<td>RA</td>
<td>2</td>
<td>100</td>
<td>0</td>
<td>0.83</td>
<td>69802.6</td>
</tr>
</tbody>
</table>
Table 3: Proposed MPSO-SA results

<table>
<thead>
<tr>
<th>FTest</th>
<th>Dim</th>
<th>SR</th>
<th>SD</th>
<th>Time(s)</th>
<th>EvalF</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH3</td>
<td>3</td>
<td>100</td>
<td>3.69e-012</td>
<td>3.4</td>
<td>137372.08</td>
</tr>
<tr>
<td>SH4</td>
<td>4</td>
<td>100</td>
<td>7.4e-011</td>
<td>4.3</td>
<td>455889.6</td>
</tr>
<tr>
<td>GR</td>
<td>50</td>
<td>100</td>
<td>1.6e-010</td>
<td>18</td>
<td>570334.2</td>
</tr>
<tr>
<td>RO</td>
<td>10</td>
<td>91</td>
<td>1.02</td>
<td>4.9</td>
<td>243578</td>
</tr>
<tr>
<td>HAN</td>
<td>2</td>
<td>100</td>
<td>2.6e-013</td>
<td>3.1</td>
<td>364928</td>
</tr>
<tr>
<td>SK5</td>
<td>4</td>
<td>58</td>
<td>5.7</td>
<td>6.9</td>
<td>256903</td>
</tr>
<tr>
<td>SK7</td>
<td>4</td>
<td>82</td>
<td>3.25</td>
<td>9.3</td>
<td>198789</td>
</tr>
<tr>
<td>SK10</td>
<td>4</td>
<td>83</td>
<td>5.76</td>
<td>8.6</td>
<td>176896</td>
</tr>
<tr>
<td>HA3</td>
<td>3</td>
<td>100</td>
<td>6.55e-015</td>
<td>2.9</td>
<td>80846.1</td>
</tr>
<tr>
<td>HA6</td>
<td>6</td>
<td>61</td>
<td>0.132</td>
<td>3.4</td>
<td>76704.18</td>
</tr>
<tr>
<td>DE</td>
<td>3</td>
<td>100</td>
<td>0</td>
<td>3.4</td>
<td>213560</td>
</tr>
<tr>
<td>CA</td>
<td>2</td>
<td>100</td>
<td>1.57e-016</td>
<td>1.9</td>
<td>83971.2</td>
</tr>
<tr>
<td>GP</td>
<td>2</td>
<td>100</td>
<td>1.06e-014</td>
<td>2</td>
<td>86159.2</td>
</tr>
<tr>
<td>CM</td>
<td>4</td>
<td>100</td>
<td>1.16e-014</td>
<td>0.74</td>
<td>32718.4</td>
</tr>
<tr>
<td>BR</td>
<td>2</td>
<td>100</td>
<td>0</td>
<td>1.2</td>
<td>57040</td>
</tr>
<tr>
<td>BO1</td>
<td>2</td>
<td>100</td>
<td>0</td>
<td>0.73</td>
<td>34725.9</td>
</tr>
<tr>
<td>BO2</td>
<td>2</td>
<td>100</td>
<td>0</td>
<td>0.74</td>
<td>35043.9</td>
</tr>
<tr>
<td>RA</td>
<td>2</td>
<td>100</td>
<td>0</td>
<td>0.61</td>
<td>28264</td>
</tr>
</tbody>
</table>

The results show, in most of the time, that the MPSO-SA can achieve the optimal solution with higher probability and the computation time is lower than the other methods SA and MPSO. The SA can guarantee the optimum solution when the problem size is small, but it will take a long time when the problem size is larger. The MPSO can solve the larger problem in an acceptable time, which demonstrates the powerful explore-ability of the MPSO algorithm. We can mention that sometimes it cannot find the optimal solution. The results reveal that the number of function evaluations of MPSO-SA is less than the other algorithms. The comparison strongly suggests that the MPSO-SA is able to efficiently improve the computational performance of complex optimization problems.

The performance of the algorithm is evaluated in comparison with results obtained from other algorithms for a number of benchmark instances. The new algorithm is very effective and efficient. It can find the optima for most test instances and running time is less than almost all other algorithms. Because of the generality of MPSO-SA, it can be applied to many optimization problems. These results indicate that the proposed algorithm is an attractive alternative for solving optimization problems.

6 Conclusion

In this paper, we presented the hybridization of population-based evolutionary searching ability of our new method MPSO-SA. The results of effective hybrid MPSO-SA was proposed. The results of simulation indicated that the disadvantage of classical PSO is conquered by MPSO method. The ability of global optimality is toned up by MPSO-SA. The balance between the global exploration and the local exploitation was stressed. On one hand, MPSO-SA applied the evolutionary searching mechanism of MPSO which is modified from the classical one and characterized by individual improvement plus population cooperation and competition to effectively perform exploration. On the other hand, MPSO-SA used an adaptive local search by SA method to perform exploitation. The simulation results and comparisons with the three approaches demonstrated the superiority of the proposed MPSO-SA in terms of searching quality, robustness and the low number of function evaluation. Our proposed method is a promising solution and encourages us to apply it to other Optimization problems.
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