Complex finite element analysis applied to photothermal and thermoelastic microscopies
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Abstract – Photothermal and thermoelastic microscopes are non-destructive systems that generally work with lock-in detection. Experimental results are typically given for one modulation frequency. In order to understand related magnitude and phase images obtained with complex geometries, we have developed a finite element analysis (FEA) dynamic method. Particularly, it enables to directly obtain both thermal and thermoelastic harmonic fields for one modulation frequency. It has been applied to thermoelastic microscopy and has shown very good agreement with experiments. Numerical results from a 3D complex geometry model are presented and show the influence of both excitation size radius and modulation frequency on thermoelastic normal displacements.

1 Introduction

Solids photothermally excited by a focused laser beam have been fully described by many theoretical models [1, 11, 14, 19]. Related analytical models have been developed in order to describe the generated thermal field [7, 11, 13, 14]. The heat source generated by laser irradiation induces elastic deformations that yield surface displacement recordable by a laser probe. With this approach, the corresponding thermoelastic response can be described by using the thermoelastic wave equations [16]. Much work has been done regarding the resultant thermoelastic displacement field. Most of it concern three-dimensional analytical models [6, 12, 15, 18]. Some papers also consider the dynamic case [10], however these studies are restricted to simple geometries.

Finite element analysis of photothermally excited structures by an intensity modulated laser has been studied by only a few authors [8, 20]. Subsequently we have focused on finite element methods [21] and particularly in Modulef [9] to theoretically study the responses of 2D or 3D general structures. Many moduli devoted to piezoelectric harmonic responses have been developed, based on the Modulef FEA toolbox [9], at FEMTO-ST (LPMO dept.) [2]. One of the corresponding code enable to simulate the linear (small displacement assumption) piezoelectric response of 2D or 3D structures submitted to harmonic excitation. It should be noted that thanks to the complex analysis, the material intrinsic losses are also taken into account. Then we have done two complex analysis moduli for thermal simulations and for thermoelastic coupling. The mechanical stresses could also be obtained with the native tools of Modulef.

In this paper we will investigate this FEA dynamic method. Based upon complex analysis for one modulation frequency, this method particularly appears to be well suited for models that require frequencies greater than 100 kHz. First part of this paper describes the FEA dynamic method that has been implemented using the opened FEA toolbox Modulef, first developed by INRIA Rocquencourt [9], for both thermal and thermoelastic problems. A preliminary step has consisted in testing and validating the coupled thermoelastic FEA on a complex 3D geometry with anisotropic material properties. In these experiments an etched silicon wafer was scanned on its opposite face by an argon ion laser for photothermal excitation and by a laser probe to detect both photothermal and thermoelastic fields. This validation has been established in a previous paper [5] so that we are able to simulate thermal and thermoelastic images (magnitude and phase). The second part then shows theoretical results of both radius excitation size and modulation frequencies influence on this sample.

2 Theory: complex FEA

2.1 Thermal problem

The partial derivative equations form of the thermal dynamic problem is given below.

\[
\begin{align*}
\text{Find } T(x, y, z) & \text{ complex temperature such as:} \\
\rho c \frac{\partial T}{\partial t} - (\kappa_{ij} T_{,j} )_{,i} &= q^2 \text{ that is to say} \\
j \Omega \rho c T - (\kappa_{ij} T_{,j} )_{,i} &= q^2 \text{ in } \Omega \\
\phi &= (\kappa_{ij} T_{ij} ) n_i \text{ in } \Omega \\
\phi + q T &= q^2 \text{ over } \Gamma_0 \\
T &= \overline{T} \text{ over } \Gamma_1
\end{align*}
\]
where $\rho$ is the material mass density, $c$ is the material specific heat, $\kappa_{ij}$ is the thermal conductivity tensor, $T_{ij}$ is the first partial derivative of $T$ function versus $x_i$, $\phi$ is the heat flux, $n_i$ is the $i$-th component of the outwards oriented normal to $\Gamma_0$, $g$ is the heat convection coefficient through $\Gamma_0$ boundary, $\bar{T}$ is the complex constrained temperature over $\Gamma_1$, and $X_{ii} = \sum_i X_{ii}$ as Einstein indices convention is used.

We should note that the whole thermoelastic coupling is not treated here (i.e. elastic—thermal and thermal—elastic). Indeed it has been shown [3] that photothermal heat sources are $10^7$ to $10^{10}$ greater than coupling elastic heat sources for the thermoelastic microscopy considered problem. Thus, we will only consider the thermoelastic coupling thermal—elastic. As a consequence, the general heat conduction equation [16]:

$$\rho c \frac{\partial T}{\partial t} = (\kappa_{ij} T_{ij})_{i} + \eta \frac{\partial (U_{k,k})}{\partial t} = q^\Omega$$

where $U_i(x, y, z)$ is the $i$-th component of the complex displacement field at $M(x, y, z)$ point and $\eta$ is the elastic—thermal coupling coefficient, is reduced to:

$$\rho c \frac{\partial T}{\partial t} = (\kappa_{ij} T_{ij})_{i} = q^\Omega$$

which brings us back to equation (1).

We can then write the strong Galerkin integral form related to the dynamic thermal problem:

$$\int_\Omega \delta T \left( \rho c \frac{\partial T}{\partial t} - (\kappa_{ij} T_{ij})_{i} \right) d\Omega = \int_\Omega \delta T q^\Omega d\Omega.$$

By adopting the convention $T_{ij} = \frac{\partial T}{\partial x_i}$ and applying the Green-Ostrogradsky transform to the heat flux term in the Galerkin integral in order to write the weak integral form:

$$\int_\Omega \delta T \frac{\partial (\kappa_{ij} T_{ij})_{i}}{\partial a_i} d\Omega = \int_\Gamma \delta T (\kappa_{ij} T_{ij})_{i} n_i d\Gamma - \int_\Gamma \frac{\partial \delta T}{\partial a_i} (\kappa_{ij} T_{ij})_{i} d\Omega.$$

Finally, if we take into account the harmonic state assumption (at angular frequency $\Omega$) then the Galerkin weak integral form can be written as:

$$\int_\Omega \left( \frac{\partial \delta T}{\partial a_i} \kappa_{ij} \frac{\partial T}{\partial a_j} + \delta T \frac{\partial \Omega c T}{\partial a_j} \right) d\Omega + \int_\Gamma \frac{\partial \delta T}{\partial a_i} q d\Gamma = (\Omega + \Omega T [M]) \delta U_i d\Omega + \frac{\phi}{\Gamma_0} \delta T q^\Gamma d\Gamma.$$

The discretization of equation (6) yields to the final thermal matrix system. It is described by the stiffness matrix $[K]$, the mass matrix $[M]$, the temperature vector $\{T\}$ and the thermal excitation vector $\{Q\}$.

$$\Rightarrow ([K] + \Omega [M]) \{T\} = \{Q\}. \quad (7)$$

This system can be solved by many methods. We have chosen a Cholesky method [17] since our matrices exhibit positive definite properties.

### 2.2 Thermoelastic problem

The dynamic thermoelastic problem as partial derivative equations form is given below.

$$\begin{aligned}
\text{Find } U_i(x, y, z) & \text{ complex displacement field such as: } \\
\frac{\partial^2 U_i}{\partial t^2} - \sigma_{ij,j} = f_i^\Omega \\
\sigma_{ij} n_j = f_i^\Omega & \text{ over } \Gamma_0 \\
U_i = U_i^0 & \text{ over } \Gamma_0
\end{aligned}$$

where $\sigma_{ij}$ is the stress tensor (the stress tensor is linked to the strain sensor by material behaviour law).

As the thermoelastic coupling thermal—elastic has only to be considered in our case, the following thermoelastic behavior laws are injected in equation (8):

$$\sigma_{ij} = C_{ijkl} [\varepsilon_{kl} - \varepsilon_{kl}^T] = C_{ijkl} [\varepsilon_{kl} - \alpha_{kl} (T - T_0)]$$

where $C_{ijkl}$ is the elasticity tensor, $\varepsilon_{kl}$ is the linearized and symmetrized strain tensor (Green-Lagrange quasi-static assumptions): $\varepsilon_{ij} = \frac{1}{2} (U_{i,j} + U_{j,i})$, $\varepsilon_{kl}^T$ is the symmetric thermal strain tensor, $\alpha_{kl}$ is the thermal expansion tensor, and $T_0$ is the temperature field for $M(x, y, z)$ point at time $t = 0$.

The previous relation describes a part of the thermoelastic coupling and directly acts in the dynamic thermoelastic behavior. Starting from equation (8), we can write the Galerkin strong integral form related to the dynamic thermoelastic problem:

$$\int_\Omega \left( \rho \frac{\partial^2 U_i}{\partial t^2} - \sigma_{ij,j} \right) d\Omega = \int_\Omega \delta U_i f_i^\Omega d\Omega.$$

By adopting the convention $\sigma_{ij,j} = \frac{\partial \sigma_{ij}}{\partial a_j}$, we apply the Green-Ostrogradsky transform to the stress tensor in the Galerkin integral:

$$\begin{aligned}
\int_\Omega \delta U_i \frac{\partial \sigma_{ij}}{\partial a_j} d\Omega &= \int_\Omega \delta U_i C_{ijkl} \left( \frac{\partial^2 U_j}{\partial a_j \partial a_k} - \frac{\alpha_{kl}}{\partial a_j} \frac{\partial T}{\partial a_j} \right) d\Omega \\
&= \int_\Gamma \delta U_i \sigma_{ij} n_j d\Gamma - \int_\Gamma \frac{\partial \delta U_i}{\partial a_j} \sigma_{ij} d\Omega.
\end{aligned}$$

(11)
As far as the thermoelastic fields are assumed to be harmonic (at angular frequency \( \omega \)), the Galerkin weak integral form can be finally written as (details of the calculations are given in Ref. [5]):

\[
\int_\Omega \left( \delta S_{ijkl} C_{ijkl} - \delta U_i \delta^2 U_i \right) d\Omega = (\{K\} - \Omega^2 \{M\}) \{U\} + \int_\Omega \delta U_i f_i^\Omega d\Omega + \oint_\Gamma \delta U_i f_i^\gamma d\Gamma.
\]  

(12)

The discretization of equation (12) yields to the final thermoelastic matrix system. It is then described by the stiffness matrix \([K]\), the mass matrix \([M]\), the displacement vector \([U]\) and the excitation vector \([F_{\text{thermal}} + F]\). Then a direct method is used to solve the final thermoelastic matrix system.

\[
\Rightarrow (\{K\} - \Omega^2 \{M\}) \{U\} = \{F_{\text{thermal}} + F\}.
\]  

(13)

3 Numerical FEA results

So far we have described the FEA and the calculations applied to thermal and thermoelastic dynamic problems. Now we will apply a focused laser beam as thermal boundary conditions. We have followed reference [11] for describing the photothermal source. Typically it is a focused laser beam with an intensity distribution that follows a gaussian excitation source. The silicon sample has been etched near fields (i.e. the thermal excitation source is smaller than the thermal wavelength which is typically our case) both thermal penetration depth and thermal lateral resolution mainly depend on the excitation size radius and the frequency dependence becomes negligible.

\[ J(x,y) = \frac{P_{\text{laser}} (1 - R)}{\pi w^2} \times \exp\left(\frac{-(x-x_L)^2 + (y-y_L)^2}{w^2}\right). \]  

(14)

The notations of equation (14) are explained in Figure 1. \( P_{\text{laser}} \) is the total power of the excitation laser, \( R \) is the sample reflectivity, \( w \) is the 1/e intensity radius of the excitation beam and \((x_L, y_L)\) are the coordinates of the excitation laser position. Particularly, this figure shows the 3D modeling strategy of the laser sweep.

Figure 2 shows the mesh. Particularly, we have taken care of the spatial sampling for the propagation of thermal and elastic waves and for the modelling of the photothermal gaussian excitation source. The silicon sample has been meshed in a relevant way. Practically, the mesh has been refined close to the impact point of the heat flux. According to the Shannon theorem at least two samples (the nodal values of the unknown fields) are required for the given characteristic length of the excitation source to provide pertinent information about its spatial contribution. Consequently, the mesh must be refined close to the impact point of the photothermal source in order to correctly take into account the localized excitation (Fig. 2).

In our case, the characteristic length of the excitation source is given by the 1/e intensity radius of the excitation beam \( w \). As a result of the Shannon theorem, in that region the finite element size must be less than \( w/2 \). This condition is fully satisfied as \( w/2 \) is about 1.1 \( \mu \text{m} \) and the smallest element size in that region is below 0.1 \( \mu \text{m} \) with 4 elements along 1.1 \( \mu \text{m} \). This figure shows a part of the elementary mesh (block of 20 \( \times \) 40 \( \times \) 10 \( \mu \text{m}^3 \)) that will be connected to more general mesh.

The accuracy analysis of the FEA thermoelastic model has been fully described in reference [4]. The polynomial interpolation degree, the mesh density and the efficiency of the algorithm used to solve the final linear system [21] govern the accuracy of the FEA results.

For imaging applications and image processing techniques, normalized results are typically used. Thus, Figure 3 gives an example of the normalized dynamic thermoelastic magnitude for a 500 \( \mu \text{m} \) sweep of the silicon sample. The considered experimental parameters are \( w = 0.5 \mu \text{m} \) and \( w = 5 \mu \text{m} \) for 10 kHz, 100 kHz and 1 MHz modulation frequencies. This figure clearly shows that the thermoelastic displacement results depend firstly on the the size of the excitation source and secondly on the modulation frequency.

Let us develop the previous claims with a qualitative analysis. As we can see on these figures, the dynamic range is better for the 5 \( \mu \text{m} \) excitation size radius than for the 0.5 \( \mu \text{m} \) case. This phenomenon can be easily explained with an analogy of thermal fields. It is proven that thermal diffusion length depends on the modulation frequency as the thermal source is greater than the thermal wavelength. But in thermal near fields (i.e. the thermal excitation source is smaller than the thermal wavelength which is typically our case) both thermal penetration depth and thermal lateral resolution mainly depend on the excitation size radius and the frequency dependence becomes negligible.

On one hand the subsurface structure to detect in the etched silicon sample is located 30 \( \mu \text{m} \) below the surface, and on the other hand the thermal energy is deeper for the 5 \( \mu \text{m} \) excitation size radius than for the 0.5 \( \mu \text{m} \) case. Thus, for \( w = 5 \mu \text{m} \) the related thermoelastic displacement fields are more sensitive to the substructure to detect than for the other case which explains the dynamic range difference.

As concerns the modulation frequency dependence, the interpretation must be given for each excitation size case. For the first case (i.e. \( w = 0.5 \mu \text{m} \)) the near field effects are significant so that the thermal energy is concentrated near the surface (about one \( \mu \text{m} \)). Moreover the higher is the modulation frequency the lower is the thermal penetration depth. As a result the lowest modulation frequency (10 kHz) shows a better dynamic range. But for the \( w = 5 \mu \text{m} \) case, the different thermal diffusion length as a one dimensional approximation are respectively equal to 54 \( \mu \text{m} \) for 10 kHz, 17 \( \mu \text{m} \) for 100 kHz and 5 \( \mu \text{m} \) for 1 MHz. Hence for the 10 kHz modulation frequency the subsurface structure is easily detected but the signal is averaged as the thermal diffusion length...
overcomes the substructure. For the 1 MHz modulation frequency, the thermal energy is not enough deep to correctly detect the substructure. Finally, the 100 kHz modulation frequency yields to a thermal diffusion length that is in the same order of the substructure depth so that thermoelastic displacement gives more informations on the substructure than for the other cases.

Similarly, Figure 4 plots the thermoelastic displacement phase shift for the same experimental parameters. It should be noted that the phase shift shown on this figure corresponds to the probe laser position coincident with the excitation laser position. Indeed, other results should be obtained if the probe laser position is shifted from the excitation laser position. Particularly, this shift usually results in a stronger phase shift (a best phase sensitivity) but also results in a weaker signal to noise ratio so that an optimal value has to be found. Moreover the higher is the modulation frequency, the higher is the phase shift. But we have to take care that increasing the modulation frequency results in a smaller thermal penetration depth and also in a weaker signal to noise ratio.

Figure 4 shows that the thermoelastic displacement phase shift has a higher range for the $w=5 \, \mu m$ case which is in agreement with the thermoelastic displacement magnitude analysis.

4 Conclusion

Finite element analysis is a useful tool for modeling thermoelastic fields. In the first part of this paper we have described a dynamic method based on FEA complex analysis for both thermal and thermoelastic fields. The second part then has shown that our FEA moduli enables to describe complicated samples (complex geometries, inhomogeneous and anisotropic physical properties). Thanks
Fig. 4. Thermoelastic displacement phase shift.

to this FEA dynamic method we are able now to quantitatively analyze both photothermal and thermoelastic images. Consequently, this method will be dedicated to the analysis of thermal imaging system and more generally for addressing complex inverse problems specific to photothermal and thermoelastic microscopies. By coupling this FEA moduli with our experimental setup through optimization algorithms, we aim to make quantitative non-destructive evaluation.
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