A new smooth contact element: 3D diffuse contact element
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\textbf{Abstract} – Many difficulties due to geometrical and material non-linearities arise when dealing with numerical simulation of contact problems. Within a finite element context, the contact interface is usually represented by a piecewise differentiable surface. Numerical problems due to the non-smoothness of the contact surface may occur especially when large slips are considered. Major changes of normal and tangential vectors may impede both convergence and precision. In order to smooth the contact interface and to release constraints due to the mesh, we propose a technique in which diffuse approximation is combined with a determination of neighboring nodes by a convex hull strategy. The formulation is developed for three-dimensional applications with frictionless contact and a 3D diffuse contact element has been developed. The efficiency of the approach has been validated with industrial frictionless contact problems.
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\section{1 Introduction}

The simulation of contact remains an important challenge for engineers. A variety of problems are concerned with contact phenomenon for instance metal forming processes (stamping, metal bottle cap as shown in Fig. 1), rubber sealings, crash analysis of cars, rolling contact between car tyres and the road. In this context, numerical instabilities may occur and impede the convergence process. Moreover contact problems can be associated either with large elastic or inelastic deformations. Several approaches have been proposed. Small deformation contact problems can be suitably modelled by node-to-node contact element. When dealing with large slips, node-on-segment contact algorithms can be used \cite{4}. In this context, powerful contact research algorithms have been presented \cite{3, 11, 13, 17, 21, 24, 34, 35}. Most of these algorithms have a complex implementation and any lack of robustness may impede the convergence of the process especially when the equilibrium equation are handled by implicit schemes. Numerical problems due to the non-smoothness of the contact surface may occur especially when large slips are considered. Major changes of normal and tangential vectors may impede both convergence and precision. Moreover, these effects may alter the residual vector and impede convergence. A number of authors have proposed techniques to smooth or average the normal vector \cite{14, 26, 30}. The determination of a pseudo normal vector varying continuously in the neighbourhood of contact node have been proposed in \cite{22}. Interpolation techniques based on curved patches can be used \cite{28}. Rigid contact surfaces are smoothed by techniques used
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\caption{Metal bottle cap.}
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in CAD surface modeling [15]. Bézier or B-Splines can be used with efficiency to represent deformable contact surfaces [12, 18, 25, 27, 32].

The approach presented here consists in creating a smooth representation of the contact surface with the use of a meshfree technique denoted as diffuse approximation [23]. The interpolation of a geometrical model using a second order equation has been introduced by Rassineux in a remeshing context of discrete data [29]. We have extended this technique to the smoothing of the contact geometry [7]. Belytschko has proposed a similar approach [2]. The discretization of the problem leads to the creation of a 3D diffuse contact element. When dealing with meshfree techniques, nodal shape functions are not given by element connectivity but by a set of neighboring nodes. When dealing with the Finite Element Method, the influence of the orientation of the mesh on the solution is a well-known academic problem. In order to overcome this problem in a meshfree context, we propose a searching technique based on convex hulls determination [9]. The determination of all the contact elementary quantities is detailed and the efficiency of this original approach illustrated by examples.

The following outline is used in the presentation. Basic concepts of contact modelling are reviewed in part 2. The contact surface smoothing procedure is presented in part 3. New contact geometry is illustrated in part 4. The finite element method and our approach are combined to construct a new contact element proposed in part 5. Examples which demonstrate the efficiency of the proposed algorithms are discussed in part 6.

2 Contact modelling

We provide a brief presentation of techniques frequently used to solve contact problems in a FEM context [1, 10, 16, 19, 20, 31].

2.1 Contact geometry and gap function

Let us consider two bodies in potential contact. In a master-slave approach, the slave body is denoted as $\Omega^s$ and the master body is denoted as $\Omega^m$. The same terminology is used for surfaces. The potential contact surfaces are noted $\gamma_i$ with $i = s, m$ in the current configuration. The master body is assumed to be the reference body which means that the relative motion of the slave body is described with respect to the master body. The condition to ensure is that the slave body must not penetrate the master body and all displacements are computed with respect to this assumption. This situation introduces dissymmetry in the description of the problem. However this drawback can be reduced numerically by alternating the role of the bodies with the help of specific algorithms [4].

The aim is to measure the penetration by computing the minimal distance between the two surfaces into contact. At each slave point $x^e$ of the surface $\gamma^e$ is associated a point $x^m$ belonging to the master surface $\gamma^m$ given by the following minimization problem:

$$\|x^e - x^m\| = \min_{x \in \gamma^m} \|x^e - x\|.$$  (1)

This point is the closest projection point of $x^e$ onto the master surface. Consequently, vector $x^e - x^m$ and normal vector $\nu^m$, have the same direction and we can establish the relation:

$$x^e - x^m = g_n \nu^m.$$  (2)

$b^m = (\tau_m^1, \tau_m^2, \nu^m)$ is the natural basis associated with the master surface in the current configuration at point $x^m$ (see Fig. 2). The normal gap function, denoted as $g_n$ is given by:

$$g_n = (x^e - x^m) \cdot \nu^m.$$  (3)

The normal gap has a major importance in the description of the penetration between the two bodies. The sign of the gap provides the geometrical status of a contact point. Three situations may occur:

$$\begin{cases} 
\text{No contact} & g_n > 0 \\
\text{Perfect contact} & g_n = 0 \\
\text{Interpenetration} & g_n < 0.
\end{cases}$$

2.2 Numerical schemes to solve contact problems

The numerical treatment of the contact constraints is essentially based on two main strategies: penalty and Lagragian multiplier based methods. Both approaches have their advantages and their drawbacks. A penalty method can be easily implemented in an existing finite element code. This is the reason why it is used so frequently. The penalty method estimates the normal contact traction as:

$$T_n = \begin{cases} 
-\varepsilon_n g_n & \text{if } g_n \leq 0 \\
0 & \text{otherwise}
\end{cases}.$$  (4)

where $\varepsilon_n$ is the normal penalty parameter and $g_n$ the normal gap.

The main disadvantage of this technique is the adequate choice of the penalty parameter and the convergence of the technique is highly dependent on this choice. An unwise choice may lead to ill-conditioned stiffness matrix if the penalty parameter is too important or to unacceptable penetration if it is too small. Solutions to adjust the penalty parameter have been proposed [8].
2.3 Weak form

The variational problem is classically written as

\[ G(u, \delta u) + G_c(u, \delta u) = 0 \quad (5) \]

where \( u \) is the solution displacement field. Function \( \delta u \) can be seen as virtual displacements. First term \( G \) is the virtual work associated with finite deformation of solids mechanics problems.

Second functional \( G_c \) contains the contact contributions. These contributions [19, 31] can be expressed as follows:

\[ G_c(u, \delta u) = \int_{\Gamma_c} \varepsilon_n \, g_n \, \delta g_n \, d\gamma \quad (6) \]

where \( \delta g_n \) is the first derivative of \( g_n \).

The problem introduced by relation (5) is nonlinear and can be solved by a Newton Raphson procedure which requires the computation of derivatives. Using a continuous description of the contact, the linearization of contact contributions can be written as:

\[ \Delta G_c(u, \delta u) = \int_{\Gamma_c} (\varepsilon_n \Delta g_n \, \delta g_n + \varepsilon_n g_n \, \Delta \delta g_n) \, d\gamma \quad (7) \]

where \( \Delta \delta g_n \) is the second derivative of \( g_n \). We remark the crucial role of the gap and its variations in the contact contributions.

2.4 Discretization: contact element

When the finite element method is used, contact surfaces are discrete surfaces on which relation (6) must be discretized. Only one slave node is supposed to be in contact with the discretized master surface. Due to the variety of contact situations, specific contact elements have been developed such as node-to-node contact element for small deformations and node-to-face contact element for large deformations [33]. This element is composed of a slave node and nodes representing the master contact face (Fig. 3). The difficulty consists in expressing \( g_n \) and its variations.

3 Diffuse approximation and contact

In this part, the building of the smooth contact surface is developed. Let us consider two potential contact zones denoted as master and slave zone. The master zone is made of a set of faces (such as triangles or quadrangles in a 3D context) from the finite element mesh of the master solid. Let \( \mathbf{x}^i \) denotes the position of a node \( i \) from this set.

The slave zone is made of a set of nodes likely to come into contact with the master zone (Fig. 4). The aim is to determine an approximation \( S^d_g \) of the contact surface with the only data of nodes \( \mathbf{x}^i \).

A moving least square approach denoted as diffuse approximation technique has been used. The diffuse surface is built from a succession of local approximations. However, the coefficients of the surface depend on the evaluation point. The method guarantees that the coefficients vary in a continuous way with respect to the location of the point. The diffuse interpolation is given by the minimization of a criterion based on the interpolation of the set of neighboring nodes and can be written \( S^d_g \). A local approximation of the contact surface \( S^d_g \) and therefore, a set of neighboring nodes is associated to each slave node \( \mathbf{x}^c \).

3.1 Local approximation

We suppose that we have determined a set \( S_i \) of nodes \( \mathbf{x}^i \) belonging to the master surface in the neighborhood of \( \mathbf{x}^c \), the evaluation point. We remark that the master surface is used to create the diffuse interpolated surface. The computation of an interpolated surface requires a set a 2D parametric coordinate system of the surface.

We suppose that at each point of the discrete surface, we can find a neighborhood and therefore a local coordinate system on which the surface can be locally defined by a Monge patch

\[ f(X_1, X_2) = X_3 \quad (8) \]

where \( f \) is a \( C^2 \) function defined on a planar domain.

Therefore, the first step consists in the determination of a moving least square plane (average plane) with the
use of the interpolation set $S_i$. The surface equation is evaluated through a second order equation and can be expressed in the local coordinate system as
\[
f(x_1, x_2) = (1, X_1, X_2, X_1^2, X_1X_2, X_2^2) \alpha = p^t \alpha.
\]
(9)

In a local set of coordinates R$^d$ linked to all nodes $x^i$ and in the neighborhood of $x^c$, the local approximation associated with node $x^c$ is defined by a Monge patch:
\[
f_{x^c}(x_1, x_2) = X_3
\]
(10)

where $f_{x^c}$ is a C$^2$ function defined on a planar domain and $(X_1, X_2, X_3)$ are the coordinates of a point in R$^d$. $f_{x^c}$ can be expressed in the local coordinate system as
\[
f_{x^c}(x_1, x_2) = p^t(x - x^c) \alpha
\]
(11)

where $(X_1^c, X_2^c, X_3^c)$ are the coordinates of $x^c$ in R$^d$.

For each node $x^i$, the neighborhood is composed of all nodes $x^i$ with $i = 1, \ldots, n$ belonging to the opposite master zone. Coordinates of a master node $x^i$ in this reference frame are written in block letters $X^i_k$ with $k = 1, \ldots, 3$. In order to define the approximation, the number of nodes $x^i$ must be at least equal to the size of the polynomial basis, i.e. 6. The search of neighboring nodes is extended until the number of nodes is sufficient. Whenever the master contact zone does not contain enough nodes, a linear polynomial basis is used.

### 3.2 Determination of the coefficient of the diffuse surface

All quantities thereafter are computed in the local coordinates system R$^d$. The 6 coefficients are calculated by a moving least squares method, based on the minimisation of the difference between the altitude $X^i_3$ of a master node $x^i$ and function $f_{x^c}$ evaluated at this node, which leads to the following criterion:
\[
J_{x^c}(\alpha) = \sum_{i=1}^{n} w(x^i_c, x^c) (p^t(x^i - x^c) \alpha - X^i_3)^2
\]
(12)

where $w(x^i_c, x^c)$ for $i = 1, \ldots, n$ are the weighting function associated with node $x^i$.

Vector $\alpha$ is given by the minimization of criterion $J_{x^c}$ and must be the solution of the system defined by:
\[
P^t W P \alpha = P^t W Z
\]
(13)

$Z$ is the vector of the altitudes of all nodes $x^i$ and $P$ is composed of polynomial basis $p$ evaluated at each node $x^i$. $W$ is the diagonal matrix of the weights.

The resolution of $6 \times 6$ system (13) leads to the determination of $\alpha$ and thus to the knowledge of the local interpolation of the contact surface associated with node $x^c$.

### 3.3 Weighting functions

The computation of the weighting function has a major influence on the determination of the diffuse surface.

#### 3.3.1 Domain of influence

For each point $x^c$, only the nearest nodes $x^i$ are taken into account. The contribution of each nodal value to the approximation is influenced by a weighting function $w^i$ such that $w^i > 0$ inside the domain of influence of node $i$ and $w^i = 0$ otherwise, providing a local character to the approximation. Fundamental properties related to MLS approximation, such as locality and continuity mainly depend on an appropriate choice of the weighting functions. In order to limit the number of nodes used for the local evaluation, the support of the approximation must be bounded. The issues relative to the construction and to the choice of different weighting functions are detailed in references [5, 6]. In our context, the existence of the approximation requires a number of nodes at least equal to 6 at each evaluation point. Weighting function are radial function, the influence of which decrease with the distance to the node as shown in Figure 5. The domain of influence is centered at $x^c$ which is the projection of $x^c$ on the diffuse plane, and we assume that in the projection plane, the set of nodes is fully contained in a circle of radius $R_{max}$. $r^i$ denotes the distance between $x^c_p$ and $x^i_p$, the projection of node $x^i$ on the diffuse plane. This distance is calculated in the projection plane.

#### 3.3.2 Value of the weight

In a practical way, we have chosen a cubic polynomial function which is set to zero outside the domain of influence. The value of the weight is usually given by
\[
w^i = \begin{cases} 
(1 - r)^2(1 + 2r) & \text{if } 0 \leq r < 1 \\
0 & \text{if } r \geq 1 
\end{cases} \quad \text{where } r = \frac{r^i}{R_{max}}
\]
(14)
4.1 Notations

$f_e^c$ is dependent on local coordinates $X_1^c$, $X_2^c$, and on the coordinates of set of nodes $x^d$, therefore, we use the following notations:

$$\alpha = \alpha(X_1^c, X_2^c, X_1^d, X_2^d, \ldots, X_3^d, X_3^d)$$

$$f_{x^c}^e(X_1, X_2) = f(X_1, X_2, X_1^c, X_2^c, \ldots, X_3^d, X_3^d).$$

4.2 Notion of diffuse gap

The gap is defined as the minimal distance between the slave node $x^c$ and the master surface. It is necessary to associate any slave node with a point belonging to the diffuse surface. This point is the projection which minimize the distance between $x^c$ and the diffuse surface $S^g$.

The equation of the diffuse surface is not explicit and a succession of local approximations is necessary to define it (Fig. 6). The idea is to use the local approximation at node $x^c$ as the approximation of the surface.

A new point $x^d$ defined as the projection of $x^c$ on $S^d$ is introduced. A statement is made that the vector between $x^c$ and $x^d$ and the normal vector $\nu^d$ (associated with the surface $S^d$) are collinear what leads to:

$$x^c - x^d = g^d_n \nu^d.$$  \hspace{1cm} (19)

Scalar $g^d_n$ (diffuse gap) describes the contact state on the regularized surface (Fig. 7).

4.3 Local basis in $x^d$

The Newton method can be used to determine $x^d$. Its coordinates are noted $(\overline{X}_1, \overline{X}_2, \overline{I})$ where

$$\overline{I} = f(\overline{X})$$

with $\overline{X} = (\overline{X}_1, \overline{X}_2, \overline{X}_1^c, \ldots, \overline{X}_1^d, \ldots, \overline{X}_3^d)$.

The tangent vectors at the point $x^d$ are given by:

$$\tau_1^d = \begin{bmatrix} 1 \\ 0 \\ \frac{\partial f}{\partial X_1}(\overline{X}) \end{bmatrix}$$

$$\tau_2^d = \begin{bmatrix} 0 \\ 1 \\ \frac{\partial f}{\partial X_2}(\overline{X}) \end{bmatrix}.$$  \hspace{1cm} (21)

The normal vector $\nu^d$ is the inner product of these two vectors:

$$\nu^d = \frac{\tau_1^d \wedge \tau_2^d}{||\tau_1^d \wedge \tau_2^d||} = \frac{1}{||\tau_1^d \wedge \tau_2^d||} \begin{bmatrix} - \frac{\partial f}{\partial X_1}(\overline{X}) \\ \frac{\partial f}{\partial X_2}(\overline{X}) \\ 1 \end{bmatrix}.$$  \hspace{1cm} (22)

5 3D diffuse contact element

We propose to combined the regularization of the contact surface with a specific search of neighboring nodes based
on convex hull strategy in order to create a 3D diffuse contact element.

The main difference between a traditional node-facet approach and our technique is that the contact is driven by potential contact nodes and not only by the nodes of the potential contact facet. Indeed, the slave and master surfaces can be seen as a set of nodes: a slave node $\mathbf{x}_c$ is supposed in contact with a master zone composed of $n$ nodes $\mathbf{x}_i$. The contact element we want to build is composed of a slave node $\mathbf{x}_c$ and $n$ neighbor nodes $\mathbf{x}_i$ (Fig. 8). A neighbourhood criterion based on convex hulls determination is used to select nodes $\mathbf{x}_i$ used to build the local approximation.

5.1 Neighbourhood criterion: convex hulls determination

Contact areas are unknown a priori and may change considerably with the load step especially when large deformations occurs. The use of convex hulls in order to improve the quality of the approximation must be justified. The idea is to capture the same number of nodes in all directions what cannot be obtained with a search based on a Euclidian metric. The computation of the distances is performed on the plane on which the interpolation surface has been determined. In order to optimize this step, we propose a searching technique based on convex hulls determination. In a first step, we solve the difficulties due to the anisotropy of the data points. When dealing with the Finite Element Method, the influence of the orientation of the mesh on the solution is a well-known academic problem. If a mesh-based approach is used to determine the neighborhood, the procedure can be carried out with the help of edges sharing the same node. However, we can remark that even in this context, the neighborhood depends on the swapping of the edges. Figure 9(a) shows that a search based on the nearest nodes of the mesh leads to the determination of 6 neighbors, when 8 (Fig. 9(b)) could be expected. In order to give to our work much emphasis, we decided to extend our techniques to set of points. Figure 10 illustrates the main steps of the technique. In a first step, $m$ points are selected with respect to their Euclidian distance at the evaluation point. Points are sorted and numbered with respect to their distance to the evaluation point. Each point is repositioned by inverting its distance to the origin. Then, the convex hull (using Graham scan) is determined in the inverted space as shown in Figure 10(a). The result of this procedure, a set of points in side a rectangular area, is displayed in Figure 10(b).

5.2 Notations

If $\mathbf{x}$ denotes a vector composed of the position of all the nodes, the first and the second variation of this vector are
written:

\[
\begin{bmatrix}
    x^n \\
    \vdots \\
    x^2 \\
    x^1
\end{bmatrix}
\begin{bmatrix}
    \delta x^n \\
    \vdots \\
    \delta x^2 \\
    \delta x^1
\end{bmatrix}
= \begin{bmatrix}
    \Delta x^n \\
    \vdots \\
    \Delta x^2 \\
    \Delta x^1
\end{bmatrix} \quad \text{and} \quad \Delta x = \begin{bmatrix}
    \Delta x^n \\
    \vdots \\
    \Delta x^2 \\
    \Delta x^1
\end{bmatrix}.
\]

In order to describe a 3D contact element, elementary residual vector and the tangent matrix must be determined using the features of the diffuse surface.

### 5.3 Contact elementary residual vector

In Section 2.3, we have shown that the first variation of \( g_n^d \) must be computed to determine the contact residual vector.

#### 5.3.1 First variation of \( g_n^d \)

Using relation (19), we can write

\[
\delta g_n^d = \delta \left\{ (x^c - x^d) \cdot \nu^d \right\} = \delta (x^c - x^d) \cdot \nu^d + g_n^d \nu^d \cdot \delta \nu^d.
\]

However \( ||\nu^d|| = 1 \) which leads to:

\[
\nu^d \cdot \delta \nu^d = 0.
\]

Finally, \( \delta g_n^d \) can be expressed as

\[
\delta g_n^d = \delta x^c \cdot \nu^d - \delta x^d \cdot \nu^d.
\]

In order to calculate \( \delta x^d \), the variation of \( \mathbf{T} \) must be determined. Using (17), it can be proved that

\[
\delta \mathbf{T} = \frac{\partial f}{\partial X_1} (\mathbf{x}) \mathbf{X}_1 + \frac{\partial f}{\partial X_2} (\mathbf{x}) \mathbf{X}_2 + \delta x^t \nabla \mathbf{T}
\]

where

\[
\nabla \mathbf{T} = \begin{bmatrix}
    \frac{\partial f}{\partial X_1} (\mathbf{x}) \\
    \frac{\partial f}{\partial X_2} (\mathbf{x}) \\
    \frac{\partial f}{\partial X_3} (\mathbf{x}) \\
    \vdots \\
    \frac{\partial f}{\partial X_n} (\mathbf{x})
\end{bmatrix}
\].

Using the definition of tangent vector and relation (27), we have

\[
\delta x^d = \delta X_1 \tau_1^d + \delta X_2 \tau_2^d + \delta \mathbf{T}
\]

with \( \delta \mathbf{T} = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \).

The expressions \( \frac{\partial f}{\partial X_k} (\mathbf{x}) \) and \( \frac{\partial f}{\partial X_k} (\mathbf{x}) \) for \( k = 1, 2 \) and \( i = 1, \ldots, n \) are obtained with the help of relation (9):

\[
\frac{\partial f}{\partial X_k} (\mathbf{x}) = \frac{\partial f}{\partial X_k} (\mathbf{x}) + \frac{\partial f}{\partial X_k} (\mathbf{x}) \alpha \frac{\partial \alpha}{\partial X_k} + \frac{\partial f}{\partial X_k} (\mathbf{x}) \alpha \frac{\partial \alpha}{\partial X_k} \quad \text{for} \quad k = 1, 2
\]

where \( \mathbf{p} \) is the basis evaluated at \( \mathbf{X}_1 \) and \( \mathbf{X}_2 \). The above expression show that \( \frac{\partial \alpha}{\partial X_k} \) and \( \frac{\partial \alpha}{\partial X_k} \) must be calculated.

#### 5.3.2 Discrete expression

Introducing the value of \( \delta x^d \) in the definition of \( g_n^d \), we obtain a discretized expression of the first variation of \( g_n^d \):

\[
\delta g_n^d = \delta x^t \mathbf{N}_c^d
\]

where \( \mathbf{N}_c^d \) is a \( 3(n+1) \) component vector,

\[
\mathbf{N}_c^d = \begin{bmatrix}
    \frac{\partial f}{\partial X_1} (\mathbf{x}) + \frac{\partial f}{\partial X_1} (\mathbf{x}) \\
    \frac{\partial f}{\partial X_2} (\mathbf{x}) + \frac{\partial f}{\partial X_2} (\mathbf{x}) \\
    \vdots \\
    \frac{\partial f}{\partial X_n} (\mathbf{x}) + \frac{\partial f}{\partial X_n} (\mathbf{x})
\end{bmatrix}
\]

We remark that the first three components of this vector take into account only the contributions of the slave node and the others components take into account the contributions of master nodes.

When a penalty method is used, the elementary residual contact vector is thus a \( 3(n+1) \) component vector given by:

\[
\mathbf{R}_c^d = -\varepsilon_n \ v n \mathbf{N}_c^d
\]

where \( \varepsilon_n \) is the penalty parameter.
5.4 Contact elementary tangent matrix

The evaluation of the contact elementary tangent matrix requires the determination of the second variation of \( g_n^d \).

5.4.1 Second variation of \( g_n^d \)

The derivation of relation (26) leads to

\[
\Delta \delta g_n^d = \Delta \{ (\delta x^c - \delta x^d) \cdot \nu^d \}
\]

(34)

which is equivalent to:

\[
\Delta \delta g_n^d = g_n^d \delta \nu^d \cdot \Delta \nu^d - \Delta \delta x^d \cdot \nu^d.
\]

(35)

If we introduce (29), \( \Delta \delta x^d \) can be evaluated:

\[
\Delta \delta x^d = \Delta \{ \delta \bar{X}_1 \tau_1^d + \delta \bar{X}_2 \tau_2^d + d \bar{f} \}
\]

\[
= \delta \bar{X}_1 \Delta \tau_1^d + \delta \bar{X}_2 \Delta \tau_2^d + \Delta \delta \bar{X}_1 \tau_1^d + \Delta \delta \bar{X}_2 \tau_2^d + \Delta d \bar{f}.
\]

(36)

The problem is to determine \( \Delta \delta x^d \) and particularly the third component. The variation of the gradient can be calculated as

\[
\Delta \delta x^d = \{ H^*_1 \Delta \bar{x} + T_1 \Delta \bar{X}_1 + T_2 \Delta \bar{X}_2 \}
\]

(37)

where

\[
T_l = \begin{bmatrix}
\frac{\partial^2 f}{\partial X_l \partial X_1^c}(X) \\
\frac{\partial^2 f}{\partial X_l \partial X_2^c}(X) \\
\vdots \\
\frac{\partial^2 f}{\partial X_l \partial X_n^c}(X)
\end{bmatrix}
\]

(38)

5.4.2 Discrete expression and contact tangent matrix

The variations of \( \bar{X}_1, \bar{X}_2 \) and vector \( \nu^d \) can be expressed as follows:

\[
\delta \bar{X}_l = \delta x^l S_l \quad \Delta \bar{X}_l = S_l^T \Delta x \quad l = 1, 2
\]

\[
\delta \nu^d = U \delta x \quad \Delta \nu^d = U \Delta x
\]

(39)

where \( S_l \) is a \( 3(n+1) \) component vector and \( U \) a matrix belonging to \( M_{3(3(n+1))} \).

Using equation (21), it is possible to obtain the variation of the tangent vectors:

\[
\Delta \tau_l^d = \begin{bmatrix}
0 \\
0 \\
D_{\tau_l^d} \Delta x
\end{bmatrix}
\]

(40)

In this relation, \( D_{\tau_l^d} \) is a \( 3(n+1) \) component vector depending on \( S_l \) and \( 3(n+1) \) and is given by:

\[
D_{\tau_1} = \frac{\partial^2 f}{\partial X_1 \partial X_1^c}(X) S_1 + \frac{\partial^2 f}{\partial X_1 \partial X_2^c}(X) S_2 + T_1
\]

\[
D_{\tau_2} = \frac{\partial^2 f}{\partial X_2 \partial X_1^c}(X) S_1 + \frac{\partial^2 f}{\partial X_2 \partial X_2^c}(X) S_2 + T_2.
\]

(41)

The matrices introduced before leads to the following discrete expression of \( \Delta \delta g_n^d \):

\[
\Delta \delta g_n^d = \delta x^l M_{\epsilon} \Delta x
\]

(42)

where \( M_{\epsilon} \) is a matrix \( M_{3(3(n+1)),3(n+1)} \):

\[
M_{\epsilon} = \frac{1}{\| \tau_1^d \| \tau_2^d } (H_{\epsilon} + T_1 S_1^t + T_2 S_2^t + S_1 D_{\tau_1^d} + S_2 D_{\tau_2^d} + g_{\epsilon}^d U^t U).
\]

Finally, when a penalty method is used, \( K_{\epsilon}^d \), the elementary diffuse contact tangent matrix belonging to \( M_{3(3(n+1)),3(n+1)} \) is:

\[
K_{\epsilon}^d = \varepsilon_n \delta_n M_{\epsilon}^d + \varepsilon_n N_{\epsilon}^d N_{\epsilon}^{dt}.
\]

(43)

6 Numerical examples

The approach presented here has been implemented in the finite element code SYSTUS developed by the company ESI Group and tested on both academic and industrial examples. We assume the contact to be frictionless.

6.1 Contact between a plate and a rigid cylinder

We consider the contact between a plate and a rigid cylinder. The rigid cylinder is chosen as the master body. The plate is submitted to an imposed pressure on a part, \( S_p \), of its boundary and is clamped on another part (see Fig. 11). The pressure is applied gradually until \( P = 200 \) MPa by steps of 20 MPa. The mechanical properties of the plate are: \( E = 200,000 \) MPa and \( \nu = 0.3 \).
Fig. 11. Contact between a plate and a rigid cylinder: geometry.

Fig. 12. Contact between a plate and a rigid cylinder: finite element model.

Fig. 13. Contact between a plate and a rigid cylinder: deformed configuration.

The finite element model can be seen in Figure 12: the master surface is composed of 32 triangular facets and the slave body of 100 quadrangle facets. There are 225 nodes.

The shape of the master surface can generate difficulties. To point out these problems, only a part of the master surface is studied (Fig. 13). A zoom on the deformed configuration obtained with a classic contact algorithm is represented in Figure 14(a). It appears clearly that the non smoothness of the cylinder induces an important interpenetration. This problem is strongly attenuated when the new contact element is used. We can see in Figure 14(b) that the contact does not occur on a flat facet, but on a surface which fits the shape of the cylinder. This problem is strongly attenuated by using the new contact element. It can be seen especially in figure. The contact does not take place on a flat facet, but on a surface which completely follows the shape of the cylinder.

6.2 Pinch of pipes

This example deals with contact problem between two deformable bodies in 3D. A pipe is pinched between two identical parallel plates (Fig. 15). Only one quarter of the model is used because of symmetry reason (Fig. 16). The plates and the pipe have the same elastoplastic properties:

- Young Modulus: $E = 200\,000 \, \text{MPa}$. 

-\]
The load consists in a vertical imposed displacement of 100 mm at the end of the plate (Fig. 16). In the elastic study, the load step is equal to 2.5 mm and reduced to 1 mm when dealing with elastoplasticity. This test has been performed with a traditional contact algorithm and with our approach. The computations have been performed for both cases.

We observe that the number of iterations is reduced of 14% when the surface smoothing procedure is used. The CPU time is not increased. The deformed configuration can be seen in Figure 17.

7 Conclusion

In this work, a 3D smoothing contact surface procedure based on diffused approximation associated with an original contact search algorithm by convex hulls has been presented. Our approach proved to overcome the numerical instabilities and lacks of precision encountered when dealing with contact problems. We also experienced that the robustness and the efficiency of the contact search are considerably improved. Problems due to strong variations of vector fields are reduced. Nodes may slide smoothly on the diffuse surface without impeding the convergence of the global process.
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